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ABSTRACT
Low-Earth-Orbit (LEO) satellite networks, such as SpaceX’s
Starlink, achieved global broadband Internet coverage with
significantly lower latency and higher throughput than tra-
ditional satellite Internet service providers utilizing geosta-
tionary satellites. Despite the substantial advancements, the
research community lacks detailed insights into the internal
mechanisms of these networks. This paper presents the first
systematic study of Starlink’s obstruction map and serving
satellite identification. Our method achieves almost unam-
biguous satellite identification by incorporating satellite tra-
jectories and proposing an accurate Field-of-View (FOV) es-
timation approach.We validate our methodology usingmul-
tiple Starlink dishes with varying alignment parameters and
latitudes across different continents. We utilize Two-Line El-
ement data to identify the available satellites within the user
terminal’s FOV and examine their characteristics, in com-
parison to those of the serving satellites. Our approach re-
vealed a correlation between the satellite selection strategy
and the user terminal to gateway latency. The findings con-
tribute to the broader understanding of the architecture of
LEO satellite networks and their impact on user experience.
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1 INTRODUCTION
Low-Earth-Orbit (LEO) satellite networks (LSNs), exempli-
fied by SpaceX’s Starlink, Eutelsat’s OneWeb, Telesat’s Light-
speed, and Amazon’s Kuiper, have revolutionized the truly
global broadband Internet coverage around the Earth, espe-
cially connecting the remote and rural regions. With more
than 6,000 active satellites and 3 million subscribers across
nearly 100 countries and regions as of May 2024 [2], Starlink
is the leading LEO satellite mega-constellation. However,
most of the inner workings of these LSNs are unknown to
the research community. Various efforts have revealed the
architecture of Starlink’s access and global backbone net-
works [5]. These studies have also explored user-perceived
and externally observed performance over the past few years
through both inside-out and outside-inmeasurements [4][11],
aswell as through crowdsourced data from socialmedia [3][8].
However, detailed knowledge of the satellite selection strat-
egy and identifying serving satellites for user terminals re-
main limited. A better understanding and optimization of
satellite selection strategy can lead to improved service qual-
ity, especially as LEO constellations expand in size and com-
plexity.

Previous research has observed the existence of the 15-
second satellite handover interval over Starlink networks [9].
In particular, the handover events between the Starlink user
terminal (UT) and satellites happen at the 12th, 27th, 42nd,
and 57th seconds of each minute, synchronized globally. Ex-
tensive network measurements revealed the fluctuations of
latency and throughput across different time slots, which
have a significant impact on the transport layer and appli-
cation layer performance [10][12]. However, the research
community has not yet fully understood the time-series cor-
relation between the satellite handover events and the user-
perceived performance, namely the latency and throughput
patterns. The Starlink UT previously exported the ID of the
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serving satellite, as well as the service cell ID and gateway
ID, through its gRPC interface. Due to various reasons, Star-
link has removed such information through firmware up-
dates. Such information is crucial to understand the satel-
lite selection strategy and handover mechanism, as well as
understanding the Starlink network architecture and perfor-
mance in particular and LSNs in general. Currently, Starlink
uses space tunnels to transmit the data packets from UTs
through one or multiple satellites with inter-satellite links
(ISLs) to reach the landing ground station (GS). From there,
ground tunnels bring the data packets to the user’s home
point-of-presence (PoP) to access the regular Internet. The
space and ground tunnel together appear to be one hop at
the IP layer for any user-orientedmeasurement [6].Without
Starlink’s exported satellite and gateway ID, inferring the
serving satellite is the best we can achieve for the research
community, although we still call for Starlink to reveal the
ID of the serving satellite and gateway ID.

Based on our discussion, Hammas et al. [9] and Liz et
al. [4] utilized the Starlink gRPC obstruction map to infer
the serving satellite, and provided initial findings on the
correlation between the satellite connectivity and the user-
perceived performance. However, at the time of their pub-
lications, the orientation of the obstruction map obtained
from UT’s gRPC interface was inconsistent with the mobile
app’s 3D view, and the UT required periodic rebooting to
clear the obstruction map, which limited the capability of
in-depth and systematic measurements.

This paper is the first systematic, in-depth study of Star-
link satellites in the view of user dishes. It represents the
best understanding so far by the research community on the
architecture of Starlink networks. We present the first com-
prehensive study of Starlink obstruction maps and incorpo-
rate satellite trajectories to identify the serving satellites,
leading to amuchmore unambiguous satellite identification.
Furthermore, this work is the first to unveil and analyze the
functional Field-of-View (FOV) of the UT and accurately de-
termine the available satellites within the FOV. Our analy-
sis also revealed the correlation between the serving satel-
lite’s position and the UT to gateway latency. We evaluated
the identification accuracy and validated our methodology
using multiple dishes located around the world, including
those in Australia, Asia, North America, and Europe, across
various latitudes and ground infrastructures.

The rest of the paper is organized as follows. In Section 2,
we provide a brief overview of previous research attempts
to understand the FOV and identify the serving satellites. In
Section 3, we detail our methodology to calculate the UT’s
FOV and the process to identify the serving satellites. In Sec-
tion 4, we compare the characteristics of the available and

serving satellites to determine the satellite selection strat-
egy and observe the correlation between these characteris-
tics and the UT to gateway latency. Finally, we conclude the
paper and discuss future work in Section 5.

2 BACKGROUND AND RELATEDWORKS
The Starlink UT’s gRPC interface exposes various diagnos-
tic data and performance metrics, including basic device in-
formation, the obstruction map, and alignment parameters.
Previous StarlinkUTfirmware exposed the
method, which included , , ,
and other metrics related to the serving satellite and gate-
way. Since SpaceX disabled public access to this gRPCmethod
through firmware updates1, the research community has been
reverse engineering to unveil the innerworkings of the satel-
lite connectivity for the UT.
Hammas et al. [9] first utilized the obstruction maps ob-

tained from the gRPC interface and the CelesTrak [1] Two-
Line Element (TLE) data for Starlink satellites to infer the
serving satellite. In their paper, they assumed that a UT can
connect to any satellite with an elevation angle greater than
25°, without taking into account the real-world alignment
parameters or the orientation of the UT, and thus did not
identify all available satellites within the FOV. Liz et al. [4]
also used the gRPC obstruction map to infer the serving
satellite. However, they focused solely on the satellite’s lo-
cation within the obstruction map and only provided a brief
discussion on satellite connectivity. They only correlated
the latency performance with the perceived satellite loca-
tion in the obstruction map, rather than the actual satellite
location and trajectory calculated from the TLE data. Both
works required periodically rebooting the UT to reset the ob-
structionmap to achieve accurate calculation, which limited
in-depth and systematic measurements. Since their publica-
tions, Starlink has made improvements to the gRPC inter-
face through firmware updates, including the ability to reset
the obstruction map directly without rebooting the dish.

3 METHODOLOGY
In this section, we present our novel methodology to iden-
tify the available and serving satellites for any Starlink UT,
given the alignment parameters obtained from the gRPC in-
terface and the GPS location of the UT. These alignment
parameters include the UT’s tilt and boresight azimuth an-
gle illustrated in Figure 1 along with the satellite’s topocen-
tric coordinates (elevation and azimuth). The identification
of the serving satellites involves a multi-step process that
begins with collecting and processing the obstruction map
over time, followed by identifying the available satellites

1https://tysonpower.de/blog/spacex-shutdown-part-of-dishys-api-
because-of-me-and-others
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Figure 1: The illustration of alignment parameters of
a Starlink UT and satellite’s topocentric coordinates

within the FOV using the TLE data. Subsequently, the ob-
served satellite trajectories are correlatedwith available satel-
lites to determine the serving satellite. Although the dataset
of identified available and serving satellites for the UTs used
in this paper may evolve, our implementation2 is portable
and capable of running in different locations with real align-
ment parameters, ensuring up-to-date data collection and
results.

3.1 Obstruction Data
The obstruction map of a Starlink UT can be obtained from
the gRPC interface using open source tools such as 3.
The obstruction map represents the UT’s view of the sky, as
a 123 by 123 pixel 2D image. By locating the UT’s FOV refer-
ence point in this image and mapping the pixels to topocen-
tric coordinate values, we can infer the position of the serv-
ing satellite relative to the UT’s location. An example of the
obstruction map is shown in Figure 2a, where the red ar-
eas represent typical obstructions such as buildings, trees,
and other structures that can block the view of the sky. The
white areas represent the obstruction-free sky from theUT’s
perspective. We call the method
exposed by the gRPC interface every second and the obstruc-
tion maps of adjacent seconds are ed to obtain the differ-
ence, which corresponds to the serving satellite’s position at
each second. To synchronize data collection with Starlink’s
scheduled handover times, we reset the obstruction map by
calling the method4 at 12-27-
42-57 seconds of every minute. This approach prevents the
2Available: https://github.com/aliahan/SatInView
3https://github.com/fullstorydev/grpcurl
4This gRPC method was first available through firmware updates in early
2024, eliminating the need to reboot the dish to clear the obstruction map
as required in previous efforts, based on our feedback and request.

(a) (b) (c)

Figure 2: Starlink obstruction map obtained from (a)
the gRPC interface and (b) the mobile app, and (c) the
processed trajectory plot
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Figure 3: Serving satellites trajectory and latency
within 15-second intervals

overlapping of satellite trajectories and ensures that we only
obtain the trajectory of the serving satellite, tracking its pre-
cise position and direction over time. We also measure the
latency from the UT to the gateway ( . . . for standard
Starlink subscribers over IPv4 [5]) for the entire duration of
the trajectory data collection. Note that by measuring the la-
tency to the gateway for the satellite link, instead of a public
Internet address (such as . . . ), we minimize the latency
fluctuation of terrestrial links, also enabling our approach to
be adaptable for inactive Starlink UTs (without active Star-
link subscriptions). Figure 3 demonstrates the trajectory and
the direction of serving satellites and the corresponding UT
to gateway latency in one minute. It reveals the relation-
ship between satellite trajectories and latency fluctuations,
showing that latency spikes are caused by handover events
between serving satellites.

When analyzing the serving satellite’s trajectory with the
gRPC obstructionmap, we observed that themap is oriented
such that the bottom-center pixel corresponds to the UT’s
boresight direction. In Figure 2, we purposely obstructed
our UT to the north, towards its boresight direction. As il-
lustrated in Figure 2a and Figure 2b, the obstructed region
in the raw obstruction map appears at the bottom, toward
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