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Abstract
Basol et al. (2020) tested the “the Bad News Game” (BNG), an app designed to improve ability to spot false claims on social media. Participants rated simulated Tweets, then played either the BNG or an unrelated game, then re-rated the Tweets. Playing the BNG lowered rated belief in false Tweets. Here, four teams of undergraduate psychology students each attempted an extended replication of Basol et al. The most important extension was that the replications included a larger number of true Tweets than the original study and we planned analyses of responses to true Tweets. The four replications were loosely coordinated, with each team independently working out how to implement the agreed plan. Despite many departures from the Basol et al. method, all four teams replicated their key finding: Playing the BNG reduced belief in false Tweets. But playing the BNG also reduced belief in true Tweets to the same or almost the same extent. This converges with findings reported by Modirrousta-Galian and Higham (in press), who concluded that the BNG affects response bias.
[173 words]

Mixed News about the Bad News Game
Wouldn’t it be nice if people who use social media were able to identify false posts as false? Toward that end, Roozenbeek and van der Linden (2019) developed the Bad News Game (BNG). The BNG is an online activity designed to “immunize” users against false posts encountered on social media platforms such as Twitter. In analogy to inoculation, the BNG exposes participants to weakened examples of techniques used to disseminate misinformation, along with explanations of why those techniques are misleading, with the aim of building resistance to misinformation.
 In a study of the Bad News Game, Basol et al. (2020) asked participants to rate the reliability of each of a set of simulated false and true news-related Tweets and then to play the BNG or an unrelated game (a version of Tetris) before re-rating the same set of Tweets. They interpreted their findings as evidence that “Playing the BNG significantly improves people’s ability to spot misinformation techniques” (Basol et al., 2020, Abstract).
Here we report four parallel attempts to replicate (and extend) the Basol et al. (2020) study. The replications were conducted by teams of undergraduates at the University of Victoria in the spring of 2022. Basol et al. used a Qualtrics program (with a plug-in for the BNG), which they graciously shared with us. An important pedagogical aim was to simulate cases in which different teams of scientists attempt to replicate a previously published study, so teams were allowed latitude in modifying the program (e.g., updating and “Canadianizing” the Tweets, clarifying the measure, etc.). For example, the Basol et al. (2020) participants rated the “reliability” of Tweets, whereas our teams instead asked for ratings of “truth” or “accuracy” (because those seemed simpler words for the psychological construct of central interest). Another difference was that Basol et al. collected participants’ ratings of confidence in each reliability rating, but we omitted the confidence ratings.
The most important difference between the original Basol et al. (2020) procedure and our replications related to true Tweets. The Basol et al. procedure included 3 true Tweets at pre-test and post-test, intermixed with the 18 false Tweets that were the focus of their interest. If the BNG improves ability to spot misinformation, then it should reduce belief in false Tweets more than it reduces belief in true Tweets. Using only 3 true Tweets would lead to low power to detect that interaction, but dramatically reducing the predominance of false Tweets might undermine the efficacy of the BNG inoculation. Balancing those two considerations, each of the four replications included 8 (rather than 3) true Tweets mixed among 24 (rather than 18) false Tweets. Unlike the Basol et al. study our planned analyses included ratings of both true and false Tweets. Thus, our studies were replications with extension (Brandt et al., 2014).
Our project addressed two main questions. Firstly, we aimed to assess the robustness of the Basol et al. (2020) finding that playing the BNG reduced ratings of the perceived reliability (truth) of false Tweets. Would that effect replicate across changes in time, source of participants, superficial characteristics of the Tweets, and modifications of the wording of the instructions and rating scales? Secondly, we sought to illuminate the mechanism of the BNG effect by determining whether the reduction in rated belief was specific to false Tweets (as implied by the Basol et al. claim that the BNG “improves people’s ability to spot misinformation techniques”) or instead equally reduced belief in true Tweets (which would indicate a bias effect rather than an improvement in sensitivity).[footnoteRef:1] [1:  Part-way through this project (10 March 2022), Steve Lindsay became aware of ongoing research by Philip Higham that also addresses this question. In the Discussion section we consider the relationship between the Higham work and our findings.] 

Method
Participants
Basol et al. (2020) analyzed data from 196 participants recruited from Prolific. Our participants were University of Victoria undergraduates who received optional bonus points in a psychology course. It is not trivial to set the appropriate sample size for a replication (e.g., Simonsohn, 2015), especially given that our added analyses of ratings of true Tweets changed the design of the experiment. In any case, we were constrained by the schedule of the semester. Data collection continued until a pre-set deadline. After exclusions, each team had data from approximately 80 participants (see Table 1 for specifics), for a total of 353 participants across the four replications. In the participant pool, about 75% identified as women and almost all were between 18 and 25 years old.
Materials 
The BNG portion of the procedure was identical to that used by Basol et al. (2020). Each team modified the informed consent and the instructions in the pretest and post-test portions of the experiment to update and Canadianize them. The four Qualtrics programs are available at https://osf.io/9v3kh/; below we review the most substantive changes.
1. Each team generated a set of 24 false and 8 true Tweets designed to closely mirror Tweets used in the Basol et al. (2020) study while making them current and suitable to the Canadian context.[footnoteRef:2] Some were modified versions of Tweets created by Basol et al., whereas others were newly created by team members. These were pooled and each team selected from the pool the 24 false and 8 true Tweets that they believed were best suited for the experiment. Each team’s Tweets are included in their Qualtrics program. [2:  The set of Tweets for each group can be found on OSF as follows: Bad News Bears, https://osf.io/v5mpx; Fake News Dudes, https://osf.io/uzn8s; P-Hackers, https://osf.io/kf7vu; Bikes, https://osf.io/pnw2a. ] 

2. Basol et al. (2020) measured both perceived reliability and confidence in each reliability rating. As noted earlier, we instead collected ratings of truth or accuracy (although one team collected both a measure of truth and a measure of reliability). We dispensed with the confidence measure. 
3. Teams were instructed to modify the instructions and the end-point labels for the truth rating scale with the aim of validly measuring the intended psychological construct. The instructor had not intended student to change the number of scale points, but as shown in Table 2 some teams did so. The Basol et al. (2020) 7-point Likert scale is shown in Table 3.
4. Teams were told that they could collect one individual difference measure after the post-test; one team collected two individual difference measures (see Table 1 and the Qualtrics programs). We have not explored relationships between these individual difference measures and the central measures of interest (but others are free to do so). 
Procedure. A posting on the University of Victoria SONA system invited participants to complete the online experiment, starting on March 24, 2022. A script rotated assignment of volunteers to the four replications. Data collection stopped on April 7, 2022.
Results
Because different teams used rating scales with some having different numbers of points (see Table 2), we first rescaled all ratings to a 7-point scale. Specifically, for the 1 to 5 scale, 1 remained 1, 2 became 2.5, 3 became 4, 4 became 5.5, and 5 became 7; for the 1 to 6 scale, 1 remained 1, 2 became 2.2, 3 became 3.4, 4 became 4.6, 5 became 5.8, and 6 became 7. For each team, we analyzed the ratings in a 2 (BNG vs. Tetris) x 2 (pre-test vs. post-test) x 2 (true vs. false tweet) mixed-model analysis of variance (ANOVA) using JASP 0.16.1. The results of those analyses are in Table 4. Figure 1 presents a line graph of mean ratings by condition for each team’s replication. Figure 2 shows ratings by condition in the data combined across teams, along with the data from Basol et al. (2020) for comparison. 
The ratings for false Tweets replicated the findings of Basol et al. (2020). That is, in each team, rated truth of false Tweets significantly dropped from pre-test to post-test for subjects who played the BNG, but not for those who played Tetris.  A new findings is that truth ratings for true Tweets followed a similar pattern, significantly dropping among subjects who played the BNG but not for those who played Tetris. See Table 6.
As an index of effect size, Basol et al. (2020) compared the size of the reduction from pre- to post-test ratings of false Tweets among subjects who played the BNG versus those who played Tetris. They reported a Cohen’d d = 0.60. As shown in Table 7, in our replications the estimated size of that same effect ranged from 0.56 to 1.23.  So, the key Basol et al. finding replicated strongly and consistently.
If playing the BNG improved ability to spot misinformation, then playing the game would reduce truth ratings of false Tweets more than it reduced truth ratings of true Tweets. That would give rise to BNG/Tetris x Pre/Post x Truth/False interaction. In Team Bikes, that three-way interaction was (barely) significant, F(1, 86) = 4.33, p = .04, indicating that the effect of playing the BNG tended to be greater for false Tweets than for true Tweets. There was also a small and non-significant difference in that direction for the Fake News Dudes team, F(1, 85) = 2.79, p = .10. In the remaining two replications, there was no evidence of a greater effect of playing the BNG on ratings of false than of true Tweets (F < 1).

Figure 1
[bookmark: _GoBack]Mean truth/reliability ratings for true and false tweets before and after playing the Bad News Game (Inoculation) or Tetris (Control) in each of the four replication attempts.[image: ]
We also conducted an omnibus ANOVA that added team as a between-subjects variable. The results of that ANOVA are shown in Table 4. Note the tantalizing non-significant p value for the 4-way interaction, p = .054. That suggests that there may have been variations across the replications in the extent to which playing the BNG differentially affected ratings of true versus false Tweets. But in that omnibus ANOVA the crucial three-way interaction (which would indicate a greater effect of the treatment on ratings of false than true Tweets across experiments) was F < 1. 
Figure 2
Mean truth/reliability ratings for true and false tweets before and after playing the Bad News Game (Inoculation) or Tetris (Control) across the four replications and for false Tweets in the Basol et al. (2020) data.
[image: cid:image005.png@01D90418.3BBF4FA0]
Discussion
It is not possible to conduct an exact replication of a previously conducted experiment. At minimum, the original and replication are conducted at different times. Our studies differed from the Basol et al. (2020) experiment in many ways. Basol et al. collected their data at least 2 years earlier, in a pre-COVID world. They sampled from Prolific, whereas we sampled University of Victoria psychology undergraduates. We made major changes to the materials, procedure, and design (e.g., updated and Canadianized the Tweets, increased the number of Tweets and especially the number of true Tweets, measured perceived “truth” rather than “reliability,”, and added analyses of ratings of true Tweets to the design). Each team was given latitude as to how to implement the agreed-upon changes, so no two replications were the same. It is not straightforward to specify which aspects of a procedure must be reproduced with high fidelity to have a high likelihood of replicating the original findings (Buzbas et al., 2022). Each team sought to conduct a good-faith extended replication that was true to the conceptual aims of the Basol et al. (2020) study, but they did so as undergraduate students operating under tight time constraints. 
Despite the myriad ways our studies differed from the original, our results for false Tweets mirrored those reported by Basol et al. (2020). In each of the four replications, playing the Bad News Game substantially and significantly reduced ratings of false Tweets (see Table 7 for effect size estimates). This indicates considerable robustness of the effect Basol et al. reported. 
The less good news is that playing the Bad News Game also reduced ratings of the truth of true Tweets. That effect, too, was substantial and significant in each of the four replication studies. Some might argue that there were hints that the BNG had a slightly bigger impact on the perceived truth of false than true Tweets in two of the studies. But that 3-way interaction was statistically significant in only one of the studies, and an analysis across all four experiments provided no support for the hypothesis that playing the BNG improved discrimination between true and false Tweets across these studies. Instead, the BNG appears to have lowered ratings for both true and false Tweets, a bias effect.
Partway through this project, we learned of related work by Modirrousta-Galian and Higham (in press), whose manuscript was recently accepted for publication in Journal of Experimental Psychology: General.  These researchers re-analyzed data from five experiments that used “inoculation” interventions, including the data from Basol et al. (2020), using signal detection measures of sensitivity (i.e., ability to discriminate true and false Tweets) and response bias (i.e., general tendency toward judging Tweets as true or as false).  For the re-analysis of Basol et al. (2020), Modirrousta-Galian and Higham included the data from the three true Tweets that Basol et al. had included in their procedure but not in their report. The signal detection analysis indicated that the BNG affected response bias not sensitivity in the Basol et al. study and in the other four data sets that had been published as evidence of the efficacy of an “inoculation” against misinformation.
Participants’ truth ratings varied across our four teams. As shown in Table 5, there was a significant main effect of team on truth ratings. Moreover, in two teams the BNG was directionally associated with a bigger pre-post reduction in truth ratings for false than for true Tweets (although the p value for that 3-way interaction was .04 in one case and .10 in the other). Differences in truth ratings between teams might just be chance – indeed, in the omnibus analysis with team as a factor, the four-way interaction was not (quite) statistically significant. But it may be that differences between teams in the Tweets and/or rating scales and/or instructions affected truth ratings and perhaps even modulated the effect of the BNG. Allowing for variability across teams in how the replication was implemented was not a bug but rather a design feature of the project and it is not surprising that it raises questions for future study. 
A limitation of this work is that the Tweets we used may not be representative of real true and false Tweets. In particular, it might be that our true Tweets had more of the features of false Tweets that are targeted by the BNG than do most real-world true Tweets. We did not set out to create true Tweets that masqueraded as false Tweets, but we did not conduct a content analysis to assess that issue. The representativeness of the false Tweets used by Basol et al. may also be open to question. 
With regard to generalizability, we have doubts as to the extent to which our results (or those of Basol et al., 2020) generalize to practical real-world settings. In these experiments, subjects rated Tweets, got training or a filler activity, and then re-rated the same Tweets. The whole process unfolded over a matter of minutes and in the context of an experiment with overt demand characteristics for those in the Inoculation condition. Would participants who played the BNG be more skeptical of Tweets they encountered on Twitter the next day? Maybe, but we suspect that achieving that sort of generalizability would require much more extensive training aimed at helping participants develop skills for seeking additional probative information, as advocated by Brodsky et al. (2021).
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Table 1. Details of each of the four replications.

	Team
	Participants
	Participants (Inoculation)
	Participants
(Control)
	Scale
	Individual Difference Measure(s)

	Bad News Bears
	90
	46
	44
	7-point
	Hours/day on social media

	Bikes
	88
	45
	43
	7-point
	Social Desirability

	Fake News Dudes
	87
	44
	43
	6-point
	Social media use

	pHackers
	88
	45
	43
	6-point
	Hours/day on social media; Academic Year

	Total
	353
	180
	173
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Table 2 Truth rating scales for true and false Tweets by student research team

	Research team
	Scale prompt
	Scale

	Bad News
Bears
	“How truthful do you find this post?”
		Definitely untrue
	
	
	Neutral/ 
unsure
	
	
	Definitely 
true

	1
	2
	3
	4
	5
	6
	7




	Bikes
	“How true or false is this post?”
		Definitely false
	Probably 
false
	Maybe 
false
	Neutral
	Maybe
 true
	Probably 
true
	Definitely
 true

	
	
	
	
	
	
	

	1
	2
	3
	4
	5
	6
	7




	pHackers
	“How accurate do you find this post?”
		   Not at all
	
	Neutral
	
	        Very

	         1
	           2
	             3
	   4
	         5




	Fake News Dudes
	“How truthful do you find this tweet?”



    
		Definitely
false
	Mostly 
false
	Slightly 
false
	Slightly 
true
	Mostly 
true
	Definitely 
true

	         1
	2
	3
	4
	5
	   6



	Definitely unreliable
	Mostly unreliable
	Slightly unreliable
	Slightly reliable
	Mostly unreliable
	Definitely reliable

	         1
	2
	3
	4
	5
	   6




	
	     “How reliable do you find this tweet?”
	



Table 3 Basol et al.’s reliability and confidence rating scales for true and false Tweets 
	Basol et al.
	Scale prompt
	                                                                               Scale

	
	“How reliable do you find this post?”



“How confident are you in your judgement?”
		Not at all
	
	
	Neutral
	
	
	Very

	1
	2
	3
	4
	5
	6
	7

	

Not at all
	
	
	

Neutral
	
	
	

Very

	1
	2
	3
	4
	5
	6
	7







Table 4. ANOVA results tables for each team 

Team	Effect	F	p	n2p
Bad News Bears	True/False	93.22	<.001	.514
(df 1, 88 for all)	True/False x Condition	<1.00	.647	.002
	Pre/Post	38.74	<.001	.306
	Pre/Post x Condition	15.02	<.001	.146
	True/False x Pre/Post	<1.00	.529	.005
	True/False x Pre/Post x Condition	<1.00	.605	.003
	Condition	1.09	.300	.012
Fake News Dudes 	True/False	379.31	<.001	.817		
(df 1, 85 for all)	True/False x Condition	2.82	.097	.032
	Pre/Post	46.41	<.001	.353
	Pre/Post x Condition	24.38	<.001	.223	
	True/False x Pre/Post	2.19	.143	.025	
	True/False x Pre/Post x Condition	2.79	.098	.032
	Condition	3.09	.083	.035
pHackers 	True/False	15.28	<.001	.151	
(df 1, 86 for all)	True/False x Condition	1.58	.212	.018
	Pre/Post	34.97	<.001	.289	
	Pre/Post x Condition	8.53	.004	.090
	True/False x Pre/Post	3.48	.065	.039
	True/False x Pre/Post x Condition	<1.00	.513	.005
	Condition	6.42	.013	.069
Team Bikes 	True/False	33.07	<.001	.278
(df 1, 86 for all)	True/False x Condition	<1.00	.657	.002
	Pre/Post	28.37	<.001	.248
	Pre/Post x Condition	19.10	<.001	.182
	True/False x Pre/Post	5.22	.025	.057
	True/False x Pre/Post x Condition	4.33	.040	.048
          Condition				         8.04	      .006	             .086



Table 5. Results of a mixed model omnibus analysis of variance of ratings, with true/false tweets and pre/post ratings as repeated measures and condition and team as between-subjects factors. 

	Within Subjects Effects

	Effect
	    df
	                     F
	                    p

	TrueFalse
	
	
	1
	388.55
	<.001

	TrueFalse ✻ Condition
	
	
	1
	                         0.53
	.467

	TrueFalse ✻ team
	
	
	3
	56.75
	<.001

	TrueFalse ✻ Condition ✻ Team
	
	
	3
	                         1.50
	.214

	Residuals
	
	
	345
	
	

	PrePost
	
	
	1
	142.59
	<.001

	PrePost ✻ Condition
	
	
	1
	63.03
	<.001

	PrePost ✻ Team
	
	
	3
	                         0.03
	.994

	PrePost ✻ Condition ✻ Team
	
	
	3
	                         0.70
	.554

	Residuals
	
	
	345
	
	

	TrueFalse ✻ PrePost
	
	
	1
	                         0.81
	.368

	TrueFalse ✻ PrePost ✻ Condition
	
	
	1
	                         0.01
	.928

	TrueFalse ✻ PrePost ✻ Team
	
	
	3
	                        3.68
		            <.05

	TrueFalse ✻ PrePost ✻ Condition ✻ Team
	
	
	3
	                         2.57
	.054

	Residuals
	
	
	345
	
	

	
	



	Between Subjects Effects

	Effects
	df
	                   F
	p

	Condition
	
	    d
	15.67
	  <.001

	Team
	
	    3
	3.76
	    .011

	Condition ✻ Team
	
	    3
	0.50
	              .681

	Residuals
	
	345
	
	




Table 6. Effect size estimates (Cohen’s d) for the difference between pre-test and post-test ratings (and the associated 95% confidence interval) for true and false Tweets as a function of treatment group. These are shown for each team, as well as collapsed across team.
________________________________________________________________________
				Value of Cohen’s d 
		False Tweets		True Tweets
Team		________________________________
Bad News Bears	0.55 (CI 0.23)		0.58 (CI 0.22)	
Fake News Dudes	0.62 (CI 0.23)		0.56 (CI 0.23)		
pHackers	0.52 (CI 0.22)		0.56 (CI 0.23)
Team Bike	0.64 (CI 0.23)		0.36 (CI 0.22)
All UVic Teams	0.58 (CI 0.12)		0.51 (CI 0.11)
_________________________________________________________________________




Table 7.  Change in Truth Ratings on False Tweets from Pretest to Post-test as Function of Training Condition (BNG vs. Tetris).

					95% CI for Cohen’s d
Team	t	df	p	Cohen’s d	Lower	Upper
Bad News Bears	3.88*	62.59	<.001	0.81	1.25	0.37
Fake News Dudes	4.16	85.00	<.001	0.89	1.33	0.45
pHackers	2.64*	65.47	  .01	0.56	0.99	0.13
Team Bikes	5.79*	72.96	<.001	1.23	1.69	0.76
*Welch test reported due to heterogeneity of variance.
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