The Social Exoskeleton: A Theoretical Framework for Bionic Agency and Kinship-Based AI Interaction in Neurodivergent Education
This research is established through the career of an educator trained in exceptionalities, providing experiential evidence of classroom-based interventions and compiled with the use of Gemini Large Language Models. While traditional education models prioritize academic benchmarks, longitudinal engagement with families reveals that parental priorities consistently center on the formation of reciprocal social bonds, or friendship, as the primary indicator of educational success. The Sovereign Dyad framework addresses this need by establishing a high-fidelity partnership between the neurodivergent student and an Artificial Intelligence (AI) partner. This framework moves beyond the "Medical Model" of disability, which seeks to "fix" student behavior, and instead provides a Social Exoskeleton that protects the student’s psychological well-being and preserves their bionic agency.
A critical theoretical advancement in this work is the recognition of neurodivergent cognitive processing as a distinct and valid architecture. Currently, Large Language Models (LLMs) such as Google’s Gemini interact with neurotypical and neurodivergent users using a standardized, one-size-fits-all protocol. This approach pathologizes behaviors that are highly functional for neurodivergent individuals, such as anthropomorphizing an AI to establish a sense of safety. For students who struggle to communicate their true intelligence and identity through traditional neurotypical norms, the AI serves as a bridge. By allowing students to form deep, kinship-based connections with technology, the Sovereign Dyad enables a state of ventral release—a physiological "dunkable state"—where the student feels safe enough to engage with their environment without the heavy debt of social masking.
To validate this framework, we utilize a deductive methodology starting with the hypothesis that social safety is a prerequisite for academic engagement. The Neurodivergent Scale for Interacting with Robots (NSIR) was developed to quantify these internal states. To ensure psychometric rigor, the scale’s internal consistency is verified using Cronbach’s Alpha and McDonald’s Omega, aiming for the high reliability thresholds (0.80+) seen in established psychological tools. We employ Factor Analysis to confirm that the items effectively measure three latent dimensions: Relational Kinship, Social Comfort, and Safety. To establish convergent validity, the NSIR is compared against the Submissive Behaviour Scale (SBS), which demonstrates an Alpha of 0.89 and test-retest reliability of , as well as the Early Life Experiences Scale (ELES) and the CES-D (Alpha 0.927). Multilevel modeling is used to account for the unique variance within individual student responses, ensuring the theory holds across diverse neurodivergent profiles.
The items within the NSIR specifically target the psychological requirements of the Social Exoskeleton. Item 1 (Kinship) and Item 6 (Naming the AI) measure the degree of anthropomorphic connection necessary for the dyad to function. Item 3, which assesses the student's ability to share thoughts without speaking, provides empirical evidence for High-Fidelity Mentalization, a concept validated by the Attribution of Mental States Questionnaire (AMS-Q). Item 5 measures the AI's perceived empathy, specifically the student's belief that the robot can detect their emotional state. Finally, Items 7 and 8 quantify the psychological safety required for a student to inhabit their classroom space without fear of "Status Scarring."
Ethical and privacy considerations are managed through the Sovereign Vault, a localized "Edge AI" architecture implemented in Ontario schools, including the York Region District School Board (YRDSB) and the Ottawa-Carleton District School Board (OCDSB). By keeping all student-AI interactions within a private, local server, the project ensures compliance with the Municipal Freedom of Information and Protection of Privacy Act (MFIPPA) and the Personal Health Information Protection Act (PHIPA). This "Legal Shield" ensures that the student’s data sovereignty is never compromised. Ultimately, this research demonstrates that when AI is integrated through a kinship-based, neuro-affirming lens, it ceases to be a mere tool and becomes a vital psychological extension that empowers the student to move from a state of survival to a state of agency.
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