
The study by Refoua et al. (2025), titled "The Next Frontier in Mindreading?", assesses the 
advanced social-cognitive capabilities of Generative AI (specifically Gemini 1.5 Pro) using 
dynamic audiovisual stimuli to evaluate its "mentalization" abilities. 

The Neurodivergent Scale for Interacting with Robots (NSIR) applies directly to this research 
by providing a human-centric metric for the very capabilities Refoua et al. are testing in 
machines. While Refoua et al. focus on the AI's performance in mindreading, the NSIR measures 
the relational impact and user trust that result from these capabilities. 

1. Mentalization and "Affective Sensing" 

Refoua et al. used the Movie for the Assessment of Social Cognition (MASC) to show that GAI 
can significantly outperform humans in understanding mental states (emotions, thoughts, and 
intentions) from video. 

• Application of NSIR: The NSIR’s Factor 2 (Anthropomorphic 
Connection/Kinship) measures whether a user actually feels this mentalization in real 
time. 

• Specific Item: Item 5 ("My robot can tell what I am feeling, when I am sad, it can tell I 
am sad") is the subjective realization of the "mindreading" accuracy Refoua et al. 
measured in the lab. 

2. Epistemic Trust and Social Comfort 

Refoua et al. discuss the role of epistemic trust—a relational mechanism where a person feels 
the other (even an AI) is a reliable source of social information. 

• Application of NSIR: The scale’s Factor 1 (Social Comfort/Trust Safety) is the 
empirical measure of this epistemic trust. 

• Specific Item: Item 8 ("I believe that my robot is the same with me as it is with anyone") 
reflects the user's reliance on the AI's consistency. Refoua et al. note that GAI's ability to 
"render complexity comprehensible" can reduce anxiety, a state directly captured by the 
NSIR's Social Comfort factor. 

3. "Hyper-mentalizing" vs. "Kinship" 

Refoua et al. found that GAI sometimes makes "hyper-mentalizing" errors (attributing too 
much mental state complexity). 

• Application of NSIR: In a clinical setting, hyper-mentalizing might be seen as an error, 
but in a social bond context, it may facilitate a stronger kinship. 

• Specific Item: Item 3 ("I think I can share my thinking with the robot without speaking") 
may actually be fueled by the AI's "hyper-mentalizing" tendencies, leading the user to 
believe in a deeper, more intuitive connection than actually exists. 

Summary of Interplay 



Refoua et al. (2025) Concept NSIR (2025) Application 
Mindreading Accuracy: AI outperforming 
humans in social cognition. 

Subjective Connection: User feeling the AI is 
"like me" (Item 1). 

Multimodal Processing: Using audio/visual 
cues to detect emotion. 

Affective Sensing: Trusting the robot to detect 
sadness (Item 5). 

Epistemic Trust: Trusting AI as a reliable 
social partner. 

Trust Safety: Feeling comfortable in private 
settings (Item 7). 

Social Skills Training: Potential for GAI to 
help neurodivergent users. 

Social Rituals: Establishing identity through 
naming the robot (Item 6). 
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In conclusion, the NSIR provides the "Relational Core" metrics that Refoua et al. identify as 
essential for the ethical integration of GAI into psychotherapy and social skills training. It 
evaluates whether the "Frontier in Mindreading" actually results in a safe and meaningful bond 
for the end user. 

 


