Overview of the NSIR (2025) Factor Mapping
The mapping outlines several statements used in a questionnaire, categorizing them by the "likely factor" they represent and providing a "framework justification" (p. 1).
· Anthropomorphic Connection / Kinship: This factor is linked to items suggesting a human-like bond or perceived similarity, such as believing the robot is "more like me than anyone else" or giving it a name (p. 1). These map to concepts like fictive kinship, humanization, and mind attribution (p. 1).
· Social Comfort / Trust: This factor includes statements related to feeling secure with the robot's capabilities and presence, such as the belief that the robot can sense one's feelings or that it behaves consistently with all people (p. 1). This aligns with perceived sociability and reliable functioning (p. 1).
· Safety: This specific factor, tied to feeling comfortable "undressing in front of" the robot, maps to perceived security and vulnerability in the human-robot relationship (p. 1).
Synthesized Research Connections
The accompanying page references external research to support the scale's structure and items (p. 2).
· Items 1, 3, 4, & 6 are strongly supported by research on individual differences in attributing human traits to machines (p. 2).
· Item 5 connects to research on designing empathy and affective recognition in social robots (p. 2).
· Item 7 relates to the risk-regulation model, where feeling safe enough to be vulnerable indicates successful avoidance of "harmful social hierarchies" (p. 2).
· Item 8 aligns with findings that the predictability of a robot can provide a level of social comfort, particularly for neurodivergent users (p. 2).
Would you like to know more about the specific theories mentioned in the framework justification, such as Attachment Theory or the Risk-regulation model, or perhaps explore the details of the Ahn, H. S. (2014) emotional decision model?

