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Abstract

Throughout our lives, we interact daily in conversations with our friends and family, covering a wide range of topics, known
as open-domain dialogue. As we age, these interactions may diminish due to changes in social and personal relationships,
leading to loneliness in older adults. Conversational companion robots can alleviate this issue by providing daily social sup-
port. Large language models (LLMs) offer flexibility for enabling open-domain dialogue in these robots. However, LLMs are
typically trained and evaluated on textual data, while robots introduce additional complexity through multi-modal interactions,
which has not been explored in prior studies. Moreover, it is crucial to involve older adults in the development of robots to
ensure alignment with their needs and expectations. Correspondingly, using iterative participatory design approaches, this
paper exposes the challenges of integrating LLMs into conversational robots, deriving from 34 Swedish-speaking older adults’
(one-to-one) interactions with a personalized companion robot, built on Furhat robot with GPT—3.5. These challenges encom-
pass disruptions in conversations, including frequent interruptions, slow, repetitive, superficial, incoherent, and disengaging
responses, language barriers, hallucinations, and outdated information, leading to frustration, confusion, and worry among
older adults. Drawing on insights from these challenges, we offer recommendations to enhance the integration of LLMs into
conversational robots, encompassing both general suggestions and those tailored to companion robots for older adults.

Keywords Large language models - Companion robot - Elderly care - Open-domain dialogue - Socially assistive robot -
Participatory design

1 Introduction quality of life of older adults. In particular, loneliness in older
adults is a risk factor that negatively influences mental and
physical health, leading to depression, lower quality of life,
decline in health, and mortality rates (Cacioppo et al., 2006;
Luo et al., 2012). Companion robots are targeted to enhance
the well-being, quality of life, and independence of older
adults, by providing service and companionship and assist-
ing (e.g., carrying out a variety of tasks) in everyday life (Kim
et al., 2021; Dautenhahn, 2007). Their designed functional-
ities may include cognitive and social support, support for
mobility, health monitoring, and care. Several studies have
shown their benefits in reducing social isolation and lone-
liness, thereby significantly contributing to improving the
quality of life or well-being of older adults (Kim et al., 2021).

‘Participatory design’ (or ‘co-design’) (Sabanovi¢, 2010)

With more than 1 billion people over 60 worldwide,! there is
a growing need for innovative solutions that can improve the

! https://www.who.int/health-topics/ageing.
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approaches have been recognized as a powerful tool for
developing technologies that meet the needs and preferences
of end-users. These approaches emphasize collaboration
between designers and end-users, as well as iterative proto-
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typing, interviews, and testing, to ensure that the final product
is usable, useful, and desirable for the target population. Par-
ticipatory design approaches can help ensure that companion
robots are tailored to the needs and preferences of older adults
(Lee et al., 2017; Stegner et al., 2023; Kuoppamiki et al.,
2023), such that they can be effective in facilitating social
interaction and engagement in the user.

In order to integrate companion robots into the daily lives
of older adults, they need to be fully autonomous, and pro-
vide a natural way to interact without the older adults having
to learn how to use them. Hence, spoken dialogue in com-
panion robots is integral, and needs to be flexible enough to
adapt to unforeseen circumstances during the conversation
( Fernandez-Rodicio et al., 2020). Large language models
(LLMs) provide that flexibility with their open-domain dia-
logue capabilities (Zhao et al., 2023) (i.e., conversing on
any topic) that was previously lacking in rule-based and
probabilistic dialogue architectures, commonly employed
in human-robot interaction (HRI) studies (Reimann et al.,
2023). However, they are typically trained and evaluated on
textual data, whereas robots carry the additional complexity
of multi-modal interactions, such as speech and visual cues.
The limitations caused by these modalities, such as errors in
turn-taking, speech recognition, and generation, should be
identified to ensure that the robot’s non-verbal cues align
with the verbal content. To enable richer and more con-
textually aware conversations, these limitations should be
considered for developing LLM architectures that are suit-
able for conversational robots. Furthermore, this multi-modal
complexity introduces issues related to user expectations,
user experience, and system performance (Tatarian et al.,
2022). Addressing these challenges is essential for harness-
ing the full potential of LLMs in conversational robots.
Moreover, LLMs are still far from perfect, with significant
limitations in their ability to generate coherent and factual
responses in open-domain dialogue (Ji et al., 2023). That
is why, research in open-domain dialogue systems, such as
for chatbots (Shuster et al., 2022) and the Alexa Prize Social-
Bot Grand Challenge,2 focuses on modular architectures that
overcome these failures with hand-crafting, fine-tuning, or
filtering solutions. However, these components bring about
confounds, such as the accuracy of the additional solutions, as
well as the high computational power required, which is not
typically available on robots. LLMs can instead be used in a
zero-shot fashion as ‘scarecrows’ (Williams et al., 2023), i.e.,
black-box modules that quickly enable full-pipeline solutions
for HRI, similar to using humans to operate robots in a Wiz-
ard of Oz (Kelley, 1984) approach, fostering the development
of better algorithms for companion robots. However, no prior
research evaluated their performance and the corresponding

2 https://www.amazon.science/alexa-prize/socialbot-grand-
challenge.
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Fig. 1 Older adult interacting with the autonomous Furhat robot with
GPT—3.5 during the participatory design workshop

challenges when deployed on conversational robots, inter-
acting with older adults.

Balancing between technical advancements and user-
centered design principles, this article contributes a novel
analysis of the challenges of applying LLMs to conversa-
tional robots for multi-modal open-domain dialogue, in the
context of older adults’ interactions with a personalized com-
panion robot (Fig. 1), using iterative participatory design
with bottom-up development, based on a widely used LLM,
GPT—3.5. Our approach derives insights into the technical
development of companion robots through an initial study
with 6 Swedish-speaking older adults (65 and older) and a
subsequent participatory design workshop with 28 Swedish-
speaking older adults. Through a combination of quantitative
(for speech recognition performance, LLM latency, question-
naire results, conversation topic initiation and duration) and
qualitative analysis (for dialogue disruptions, topic detection,
and interviews), encompassing one-to-one conversations,
questionnaires, and semi-structured interviews, we uncover
challenges deriving from the multi-modal aspects of the
robot, spanning turn-taking, repetitive responses, superficial
conversations, language barriers, hallucinations, obsolete
information, and disengagements. In light of the insights
gained from these challenges and the feedback from partic-
ipants, the paper advances broad recommendations for each
theme to expedite the integration of LLMs into conversa-
tional robots, in addition to underlining recommendations
specific to companion robots for older adults.

2 Background

2.1 Conversational companion robots for older
adults

Conversational user interfaces have been shown to reduce
technology adoption barriers that older adults typically expe-
rience with computing devices, indicating that conversational
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companion robots are suitable to be integrated into the daily
lives of older adults (Pradhan et al., 2020). However, older
adults also perceive unique challenges in interacting with
conversational agents, from choosing an appropriate linguis-
tic style and content with the agent (Sayago et al., 2019)
to improving the accessibility with hearing impairments
(Blair & Abdullah, 2019). Therefore, speech-based inter-
action should consider questions of synthesis choices and
conversation content in responding to the experiences of this
age group (Sayago et al., 2019).3 The linguistic content and
default voices that conversational agents provide when inter-
acting with older adults should be designed appropriately
from the conversational user experience, and to support a
more inclusive interaction.

The design of conversational agents aimed at improv-
ing the daily lives of older adults encompasses various
aspects, such as promoting daily reflection, strengthening
family bonds, and introducing new experiences and vol-
unteer opportunities for their involvement (Randall et al.,
2022). Correspondingly, companion robots can evoke feel-
ings of independence and empowerment for older adults
(Abdolrahmani et al., 2018). In addition, older adults tend
to anthropomorphize the agent by using polite greetings
when communicating with the agent, while younger adults
tend to consider it as a tool by placing more importance
on its convenience (Chung et al., 2019). Older adults also
use voice assistants for specific purposes, such as seeking
online information. However, there are age-specific chal-
lenges when interacting with conversational agents, such as
concerns about the reliability and trust towards the agent, and
unpredictability, unclarity, and inconsistency of voice com-
mands (Pradhan et al., 2020).

Gollasch & Weber (2021) identified age-specific strate-
gies in dialogue systems and speech recognition accuracy. To
respond to the needs of older adults, conversational agents
should be able to correctly recognize even unusual formu-
lations; complex dialogues comprising multiple pieces of
information should be presented as simple or guided dia-
logues; agent should ask only one question per dialogue with
a limited set of possible answers; it should be able to keep
information about the conversation context.

2.2 Participatory design with older adults

Participatory design (also known as co-design) (Sabanovi¢,
2010) builds on participants’ self-identified issues and con-
cerns, which are taken as a starting point for developing
robotic applications. Participants are given the possibility
to interpret the capabilities of robotic systems and discuss
the potential social consequences and meanings of robots
in daily life contexts (Sabanovié et al., 2015). This aims to

3 Furhat Robotics: https:/furhatrobotics.com/.

promote end-users as designers, rather than only users of
robotic technologies (Lee et al., 2017), which is particularly
important for older adults such that we can understand their
expectations and create robots that are suitable to their needs
(Frennert & Ostlund, 2014; Sgraa et al., 2022). Participatory
design can involve focus groups (Jenkins & Draper, 2015;
Lee et al., 2017; Winkle et al., 2018; Sgraa et al., 2022), sur-
veys and interviews (Caleb-Solly et al., 2014; Winkle et al.,
2018; Ostrowski et al., 2019; Ostrowski et al., 2021; Sgraa
et al., 2022; Gasteiger et al., 2022), concept generation and
design activities (e.g., storyboards (Bedaf et al., 2019; Bjor-
ling & Rose, 2019), card sorting (Ostrowski et al., 2019),
sketching (Rehm et al., 2016; Lee etal., 2017; Alves-Oliveira
et al., 2021), role-playing (Bjorling & Rose, 2019)), proto-
typing (Azenkot et al., 2016; Bjorling & Rose, 2019; Lee
et al., 2017)), and interactions with designed robots (Rehm
et al., 2016; Ostrowski et al., 2021; Gasteiger et al., 2022;
Stegner et al., 2023). Participatory design workshops refer
to using a combination of some of these methods, bring-
ing together end-users and researchers. However, participants
may not have experience with robotic technologies, and they
may not see themselves as designers of any technology (Ran-
dall et al., 2018). Therefore, participatory design requires
mutual trust and understanding of the everyday life condi-
tions among older adults, and a reflective approach towards
designing companion robots with older adults (Lee et al.,
2017).

Participatory design has been offered as a solution to
overcome challenges in the design process of companion
robots with older adults (Jenkins & Draper, 2015; Lee et al.,
2017; Ostrowski et al., 2021; Gasteiger et al., 2022; Stegner
et al., 2023; Rogers et al., 2022). However, only one study
(Ostrowski et al., 2021) targeted co-designing autonomous
conversational robots for older adults, but they did not incor-
porate LLMs. Ours is the first study that uses participatory
design with older adults to explore the integration of LLMs
into conversational companion robots.

2.3 Large language models for open-domain
dialogue

The term ‘open-domain’ is often used to refer to dialogue
systems that are more unrestricted when it comes to the topic
of the conversation, compared to systems that are targeted
towards more specific domains, such as restaurant book-
ing or language learning (Deriu et al., 2020; Adiwardana
etal.,2020; Roller et al., 2020). Whereas task-oriented dialog
systems have traditionally been designed using a modu-
lar architecture (Natural Language Understanding, Dialogue
Management, Natural Language Generation), current open-
domain chatbots are typically implemented in an end-to-end
fashion using LLMs (Zhao et al., 2023). These LLMs are
trained to do next-token prediction on large amounts of text
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data and then used to predict the system response word-by-
word, autoregressively (Vinyals & Le, 2015). Earlier LLMs
for chatbots, such as Meena (Adiwardana et al., 2020) from
Google, used social media conversations as training data.
Similarly, BlenderBot from Meta (Roller et al., 2020) was
initially based on training data collected from Reddit, with
later versions fine-tuned on other publicly available datasets
for performing specific functionalities, such as browsing the
internet, personalizing conversations, and maintaining coher-
ent responses with a long-term memory (Shuster et al., 2022).
Other recent chatbots, like Bard* (from Google) powered by
LaMDA (Thoppilan et al., 2022), have been trained using
larger, more general datasets (including both dialogue and
other public web documents). Similarly, GPT—3.5 (Brown
etal.,2020) and ChatGPT? from OpenAl are general-purpose
language models that can be used as chatbots in a ‘zero-shot’
fashion, using the last few turns of the dialogue, together
with a description of how the agent should behave, as a
‘prompt’ that the model then makes its word-by-word pre-
dictions from.

While general language models can be used directly as
chatbots, their responses will reflect ordinary language use,
which might not always align with the desired output in
terms of, for example, truthfulness and toxicity (the so-
called ‘alignment problem’). To address this, LaMDA was
fine-tuned to optimize human ratings of safety and other qual-
itative metrics (Thoppilan et al., 2022). A more sophisticated
approach was taken for InstructGPT (Ouyang et al., 2022),
which uses ‘reinforcement learning from human feedback’
(RLHF), where a model of human raters is used during rein-
forcement learning to optimize the model towards the desired
criteria. The RLHF approach was also used when training the
chatbot ChatGPT® (OpenAl).

The term ‘open-domain’ has been questioned by Dogrusz
& Skantze (2021), since it is not clear what the boundaries of
this ‘openness’ are, and whether systems that are described
in that way are truly open to all the different forms of dia-
logue that humans engage in, such as persuasion, asking for
favors, small talk, recapping events, and making plans (Gold-
smith & Baxter, 1996). However, when analyzing the Google
Meena chatlogs, most interactions were found to be simply
small talk, not exhibiting this variety of topics (Dogrudz &
Skantze, 2021). One explanation for this is the lack of com-
mon ground (Clark, 1996) in human—-machine interaction,
which naturally restricts the user’s expectations of what is
appropriate and meaningful to talk about. Often, when open-
domain chatbots are evaluated, the user is simply instructed
to “chat with the system”, without any further context (Adi-
wardana et al., 2020; Thoppilan et al., 2022). Thus, the setting

4 https://bard.google.com/.

3 https://chat.openai.com/.
© https://openai.com/blog/chatgpt/.
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of the interaction, and the user’s expectations of that setting,
are very important for how the dialogue will unfold and ulti-
mately whether it will be perceived as meaningful by the
user.

2.4 Large language models in social robots

LLM:s have so far demonstrated their utility across a range of
applications in social robotics, such as simulating zero-shot
human models (Zhang & Soh, 2023), enabling empathetic
non-verbal cues (Lee et al., 2023), acting as a receptionist
(Cherakara et al., 2023; Yamazaki et al., 2023), presenting
adaptively (Axelsson & Skantze, 2023), supporting multi-
party interactions (Murali et al., 2023), storytelling (Elgarf
et al., 2021), collecting self-reported user data (Wei et al.,
2023), and promoting the well-being of older adults (Khoo
et al., 2023). The most similar work to ours is Khoo et al.
(2023), which used a fine-tuned GPT-3 with the personalized
QT robot for open-domain dialogue with (7) older adults.
While the majority of study participants reported a positive
and enjoyable interaction with the robot, expressing feelings
of comfort and perceiving it as friendly, 3 out of 7 participants
did not want to use the robot in their homes. Some participants
found the responses slow, and one participant indicated that it
might be better suited for older adults living alone and dealing
with dementia rather than healthy older adults. In contrast to
that study, our work provides perspectives of older adults
in addition to the technical evaluation of LLMs applied to
companion robots, particularly through an iterative co-design
approach. In addition, this study was published after both of
our studies had been conducted.

Multi-modal interaction in the context of conversational
robots involves the simultaneous use of multiple communica-
tion channels, such as text, speech, gestures, and visual cues.
This challenge is further amplified by the need to combine the
linguistic capabilities of LLLMs with the physical and sensory
capabilities of robots, which is not considered in chatbots.
However, due to the tight coupling between the modalities
in the robot, failures in one component (e.g., speech recog-
nition) can affect the performance of the other components
(e.g., dialogue manager) (Funakoshi et al., 2007; Lala et al.,
2017;Inoueectal.,2020; Quinderé et al.,2013; Reimannetal.,
2023). Thus, assessing the various components of the system
helps identify potential points of failure and determine the
relative significance of each component (Shervedani et al.,
2022). Hence, our work provides an overview of the perfor-
mance of each component in the robot and how they affect
or are affected by the LLMs to develop solutions for LLMs
with their limitations in mind.

In addition, modalities should be designed with user
attributes in mind, such as age, gender, and prior experience,
and the target population should be able to easily understand
and operate the system (Lazaro et al., 2021). In fact, there is


https://bard.google.com/
https://chat.openai.com/
https://openai.com/blog/chatgpt/

Autonomous Robots (2025) 49:9

Page50f41 9

a lack of user-centered research on multi-modal aspects in
robots (Lazaro et al., 2021), which this work aims to address
for conversational robots incorporated with LLMs.

3 Integrating a large language model with a
social robot

As described in the previous sections, LLMs enable open-
domain dialogues, but have been rarely explored outside
of single-session interactions with short durations, nor with
older adults. In addition, prior to our work, LLMs were
not evaluated on companion robots for open-domain dia-
logue. Hence, it is challenging to design a personalized
companion robot with LLMs without knowing their limi-
tations in prolonged conversations and the requirements for
the target population. Correspondingly, we kept the integra-
tion incremental (i.e., with minor changes), with bottom-up
methodology using an LLM in a zero-shot fashion and basic
robot functionality to identify their drawbacks without any
confounds that additional methods such as turn-taking algo-
rithms, fact-checking strategies, summarization methods,
and external long-term memory can introduce. The resulting
design choices for a fully autonomous personalized compan-
ion robot for adults are described in this section, and shown
in Fig. 2. The first interaction with the robot can be seen in
the video excerpt from the first study.’

3.1 Robot

In conversations, gaze is an important element that signals
the addressee of the attention, helps coordinate turn-taking
in conversation, helps disambiguate references to objects,
and establishes joint attention (Kendon, 1967; Skantze et al.,
2015). Another important aspect is the appearance of the
agent. Since large language models can sound human-like
in conversation, it is critical to project that aspect to the
agent’s appearance to maintain the naturalness in conver-
sation and create believable agents. However, it is necessary
to avoid the Uncanny Valley (Mori et al., 2012) effect with
human-likeness, which refers to the theory that the likeabil-
ity will increase with anthropomorphism (human-likeness of
the agent) until a point where there is imperfect resemblance
(a mismatch of appearance or capabilities), which will cause
a sudden drop until the agent looks (and acts) exactly like a
human for it to rise again. Furhat robot (Furhat Robotics)!
(Al Moubayed et al., 2012) satisfies these conditions, espe-
cially over repeated interactions (Paetzel et al., 2020), and is
perceived to be more human-like than other common robot
platforms such as NAO and Pepper (Aldebaran Robotics)®

7 Excerpt showing the interaction flow with the robot: https://youtu.be/
rkuoOfFuvRU

8 https://www.aldebaran.com/en.

(Phillips et al., 2018). Thus, the Furhat robot was chosen as
the companion robot in this work, as shown in Fig. 1.

Furhat is a social robot, with a back-projected face, which
allows displaying a range of facial expressions (e.g., smiles,
frowns) and movements (e.g., blinks, eyebrow raises, gaze),
lip syncing to speech, and performing head movements
(e.g., nods, head shakes). It has two in-built microphones
and dual speakers. It offers the possibility to use Google
Cloud Speech-to-Text” or Microsoft Azure Speech-to-Text'?
engines for speech recognition. It has a 1080p RGB 120°di-
agonal field-of-view camera. It has face detection and track-
ing that allows both gaze and head orientation to follow the
user.

3.1.1 Face

In this work, FaceCore engine and the latest SDK (2.4.0 for
the first study, 2.5.0 for the second study) in Kotlin are used.
A neutral-looking face is chosen (‘Alex’).

The face engine of the robot creates random smiles and
eyebrow raises while talking and listening to the user. This
behavior is intended to improve the naturalness of the con-
versation and give a non-verbal backchannelling to the user.
However, this happens without context, since speech is not
analyzed until after the user stops speaking. Hence, it may be
inappropriate in some contexts. In addition, to improve the
naturalness of the interaction, the robot blinks, shifts its eyes,
and looks away (gaze aversion) briefly while talking based
on the silence in the input speech to avoid staring at the user,
randomly alternating between looking down or up to the left
or right. Face detection and tracking (default engines) are
used to give the illusion of agency and awareness.

3.1.2 Speech

English was used as the language for speech recognition and
synthesis, since large language models have more training
data in English and, thus, are expected to be more capable of
conversing in English. It is worth noting that Swedish (young
and older) adults generally exhibit a very high level of profi-
ciency in English, with Sweden ranking in 7th place globally
for English proficiency in non-native English speakers.!! The
‘Matthew-Neural’ voice in Amazon Polly within Furhat was
used for text-to-speech (TTS), as a natural-sounding male
voice.

A USB microphone array (Seeed Studio)'? is used to
obtain higher-quality audio data for speech recognition, as

9 https://cloud.google.com/speech-to-text/.

10 https://azure.microsoft.com/en-us/products/cognitive-services/
speech-to-text/.

T https://www.ef.com/wwen/epi/regions/europe/sweden/.
12 https://wiki.seeedstudio.com/ReSpeaker-USB-Mic- Array/.
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Fig.2 Interaction flow (Sect.
3.3) diagram for the
personalized companion robot.
Dashed lines and italic text
denote the added features in the
technical improvements after the
first study (Sect. 4.5).
Interaction starts by the
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the robot’s fans can interfere with the audio recording.
Google Cloud Speech-to-Text is used for speech recogni-
tion from the audio obtained from the microphone during
‘listening’, which is determined by the following parameters
of the Furhat robot:

1. No speech timeout: the duration of silence before the
robot deems that the user did not respond. This is increased
to 8 s (as suggested in the documentation'?), instead of the
default 5s. The robot restarts listening after this period has
passed.

2. Silence timeout: the maximum duration after the user
stops speaking before speech recognition is triggered.
This was set to 1.2 s. The default value in Furhat is 0.8 s,
however, this was increased empirically to account for the
pauses in older adult speech.

13 https://docs.furhat.io/listening/#listening

@ Springer

3. Maximum speech timeout: the maximum length of the
user’s utterance before an interruption from the robot. This
isincreased to 30 s (the defaultis 15 s, but 30 s is suggested
in the documentation) to prevent frequently interrupting
the user when speaking, as older adults may not be accus-
tomed to interacting with spoken dialogue systems that
typically require short and clear sentences.

3.2 Large language model

The development of the personalized companion robot
started in July 2022, prior to the release of ChatGPT'* (Ope-
nAl) and the surge of the new LLMs that followed in 2023
(see Zhao et al. (2023) for the most up-to-date survey on
LLMs). When the design choices were made, the only pub-
licly available models suitable for open-domain dialogue

14 ChatGPT was released on November 30, 2022: https://openai.com/
blog/chatgpt.
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were GPT—3.5 Mar 15 (OpenAl, text-davinci-002 model)
(Brown et al. 2020), BLOOM (BigScience Workshop 2023),
and BlenderBot 2.0 (Meta) (Komeili et al. 2021; Xu et al.
2022). BlenderBot and BLOOM both require high comput-
ing power and graphics for achieving fast inference, thus,
taking away from the portability of the robot (e.g., for using
it in elderly houses or senior care centers). Hence, GPT—3.5
was used as the LLM, with text-davinci-002!> for the ini-
tial study'® and text-davinci-003'7 for the second study.'®
Both davinci models have training data up to June 2021, and
allow up to 4097 tokens in a prompt. The hyperparameters
of the models used in the study are provided in Table 4 in
the Appendix. GPT-4 became publicly available after both
studies.!”

While ChatGPT (or gpt—3.5-turbo models?” in the API) is
faster in inference than davinci models and includes slightly
more recent training data (up to September 2021), the instruc-
tional safety filters (guardrails) from OpenAl to decrease the
anthropomorphism of the model resulted in responses typi-
cally starting with “As an artificial intelligence, I do not have
preferences/I do not have feelings”, which would take away
from the desired naturalness of the interaction with a compan-
ion robot. Note that our intention is not to deceive the users
that the robot is a human. The prompt used clearly states that it
isarobot (in Sect. 3.2.1), and responses are generated accord-
ingly. However, anthropomorphism and small talk can lead
to higher acceptance and trust in the robot (Bickmore & Cas-
sell, 1999; Paradeda et al., 2016; Babel et al., 2021). Hence,
text-davinci-003 was used for the second study, which does
not have these safety filters in place. To differentiate gpt—3.5-
turbo models from davinci models, this article refers to the
former as ChatGPT and the latter as GPT—3.5.

GPT-3.5 integration to Kotlin for the Furhat robot was
adapted from the OpenAIChat?! skill by Furhat Robotics,
which uses the OpenAl-Java library.>?

3.2.1 Agent model

The persona of the personalized companion robot (Prompt
1) was based on the work by Zhang et al. (2018) and the
follow-up work by Xu et al. (2022). In Zhang et al. (2018), the
crowdworkers were asked to chitchat with another worker for

15 text-davinci-002 was released on March 15, 2022.

16 Qur initial study was conducted between September 27 and October
11, 2022.

17" text-davinci-003 was released on November 28, 2022.

18 Our second study was conducted on March 6 and March 8, 2023.
19 GPT-4 became publicly available on July 6, 2023.

20 gpt—3.5-turbo models were released on March 7, 2023.

21 https://github.com/FurhatRobotics/example-skills/tree/master/
OpenAlChat.

22 https://github.com/TheoKanning/openai-java

a single session based on given personas by instructing them
to “chat with the other person naturally and try to get to know
each other”, and “both ask questions and answer questions of
your chat partner”. In the follow-up work (Xu et al., 2022), the
focus was on personalizing dialogues in multiple sessions,
which was achieved by giving crowdworkers the personas
and the interaction from the first session from the former
work and instructing them to “chitchat with another worker
for 6 turns, as if you were catching up since last time you
two spoke.” and “when you expand the topic, make sure it
makes sense with the personal details already mentioned.”.
We adapted these instructions for a personalized companion
robot. Since a male voice and face were used for the robot,
‘he’ was used in the persona prompt to avoid a mismatch
in generated responses with the robot features. The robot’s
name was kept as Furhat.

Furhat is a personalized companion robot. Furhat tries
to get to know more about his conversation partner,
their interests, and activities. When he expands on a
topic of conversation, he uses personal details already
mentioned to personalize the conversation.

Prompt 1:GPT-3.5 prompt for agent persona.

Agent’s and user’s utterances in the interaction are stored
in the DIALOGUE_HISTORY variable. To develop and
maintain a consistent persona of the agent through time with
multiple users, the facts that the agent says about itself during
the conversation are extracted to be stored for future interac-
tions with users. The facts learned from each conversation are
concatenated, and stored in the agent file, in addition to the
number of known users and persona of the agent (Prompt 1).
The facts learned at the end of an interaction for the agent and
the user were extracted from DIALOGUE_HISTORY using
a prompt: Summarize what we know about NAME.

3.2.2 User model

In order to create a personalized companion robot that
remembers its previous conversations with users to per-
sonalize subsequent interactions, the information about the
users obtained from the conversations is extracted through
GPT—3.5 and stored as JSON files on the robot. Each user is
assigned a manual ID (by the experimenter), which is used
as their identifier (and in the file name) to start the interaction
manually. An index file stores all known user IDs for easier
access to the files.

The name of the user is extracted at the end of the interac-
tion from the dialogue history with a prompt. Per interaction,
the extracted information from the dialogue (i.e., the user’s
name and facts learned about the user and the agent), the date
and time of the interaction, the dialogue duration, the num-
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ber of turns, and gender and emotions detected by Furhat (for
performance analysis) are stored in the user file.

3.2.3 Response generation

In order to ensure a consistent interaction with the robot
between users, the initial and final phrases of the robot were
manually written (instead of generated). However, the rest
of the agent utterances were generated by GPT—3.5. If it is
the first interaction with the user, the robot says “Hello! I
am Furhat, the personalized companion robot. What is your
name?” to obtain the name of the user. If the user is known
(i.e., has been interacted with before, thus has a user model
file), the robot says “Hi USER_NAME! Nice to see you again.
What have you been up to since the last time?” to ‘catch up’
with the activities the user has done in between the interac-
tions with the robot.
The prompt to generate the robot utterances using GPT—3.5

was correspondingly:

Prompt 1

Furhat is AGENT_FACTS

Furhat knows that USER_NAME is USER_FACTS
USER_NAME knows that Furhat is AGENT_FACTS
The following is a/second/third/.. conversation between
the person/USER_NAME and Furhat.
DIALOGUE_HISTORY

Furhat:

Prompt 2:GPT-3.5 prompt for response generation.

The AGENT _FACTS is used if the robot had at least one
interaction with a user. Prompts with USER_FACTS and
USER_NAME are used if the user had at least one interaction
with the robot.

If GPT—3.5 generates an empty response or a service
failure occurs, a clarification request is made to obtain the
participant’s response again, by choosing a random phrase
from: “T am sorry. I didn’t understand you.”, “Could you
repeat that please?”, “Not sure if I understood you.”, “Could
you rephrase that please?”, “Sorry, I didn’t hear you clearly.”.

In order to ensure that the robot expresses leave-taking at
the end of the interaction (triggered when the user expresses
leave-taking) instead of trying to continue the conversation,
a random response was chosen from the list of leave-taking
expressions (i.e., “Bye! Hope to see you again soon.”, “See
you soon!”, “Take care until next time.”, “Looking forward
to seeing you again soon!”) as the final response of the robot.

3.3 Interaction flow
The interaction manually starts (by the experimenter) by
entering the user ID. The user and agent files are parsed

to activate the current user and agent models and set the
prompts. When the user is in the engagement zone, the
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robot says the greeting (either generic or personalized), and
it starts listening to the user. After receiving the response
from the user, the audio is transcribed by speech recognition.
Afterward, the prompts and the dialogue history (including
the newly transcribed utterance) are sent to GPT—3.5, as
described above. The generated response is said by the robot,
after which the robot starts listening to the user again. The
robot does not listen to the user while speaking or generat-
ing a response. The interaction ends when the user expresses
leave-taking (e.g., “Goodbye!”, “See you later.””), and the
robot responds with a random response from its list of leave-
taking expressions, given in Sect. 3.2.3. The user and agent
models are saved to files, and the robot goes to the idle stage.
Interaction flow diagram is shown in Fig. 2, depicting the ini-
tial system outline and the changes made after the first study
(Sect. 4.5).

4 Preliminary interviews

We investigated the challenges of applying LLMs to conver-
sational companion robots for open-domain dialogue with
older adults in two separate phases. In the first phase, prelimi-
nary interviews were conducted with 6 older adults, lasting an
hour each, based on their 10—15 min of open-domain dialogue
with the robot. The second phase consisted of participatory
design workshops (Sect. 5) based on the developments made
(Sect. 4.5) to address the challenges observed in this study
(Sect. 4.4), incorporating the feedback from these prelim-
inary interviews. The interviews took place in September
and October 2022 at KTH Digital Futures premises. Each
participant was interviewed and interacted with the robot
individually. The interactions with the robot were in English,
but the interviews were made in Swedish.

4.1 Procedure

Each participant was first asked about their expectations
towards companion robots based on the scales from the liter-
ature (Heerink et al., 2010; Graaf et al., 2019), as provided in
Table 7 in the Appendix. In addition, their prior experience
with robots and their living conditions (i.e., alone, with a part-
ner or family member, or in senior housing) were obtained.
This was followed by a 5-minute demonstration of the robot’s
capabilities for autonomous dialogue by the experimenter.
After the demonstration, the participants were instructed
that they can talk about anything they want with the robot,
that the robot would start the interaction, and they can end the
conversation whenever they want, by saying “Goodbye”.
The participants were also told that the robot would not hear
them when it is speaking. The overall interaction with the
robot lasted 4 to 13 min (M = 9.24, SD = 3.45). The exper-
imenters were present throughout the robot interactions, but
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did not interfere with the participant’s interaction with the
robot, unless the participant asked for help. The interaction
dynamic with the robot can be seen in the video excerpt from
a participant’s conversation.?

After the interaction with the robot, a semi-structured
interview was conducted with the participants, in which they
were asked about their experiences of having a social con-
versation with the robot, adapted from several constructs in
the common questionnaires in HRI (Heerink et al., 2010;
Weiss et al., 2009; Nomura et al., 2006; Graaf et al., 2019).
A range of open-ended questions was covered, focusing
on the comprehension, perceived usefulness, ease of use,
enjoyment, trust, sociability, social presence, and adaptive-
ness of the robot, combined with questions about ethical
concerns of using robots for social and emotional support,
personalization aspects for future applications, and how their
expectations compared to their interaction. The questions are
provided in Table 8 in the Appendix.

All individual interactions with the robot were video-
recorded through an external camera, and interviews with
the participants were audio-recorded. All participants gave
informed consent for the study, which included options for
consenting to anonymized (i.e., blurred face and without full
name released) image and/or video sharing in publications.

4.2 Participants

For the preliminary interviews, 6 Swedish-speaking older
adults (3 female, 3 male) aged 65 and over were recruited.
Participant demographics are provided in detail in Table 1.
The invitation to the study was distributed on social media,
through KTH communication channels, and sending an email
invitation to a group of older adults who had previously
attended another experiment at KTH with a social robot
(Kuoppamiki et al., 2021). Consequently, 2 of the 6 par-
ticipants had prior experience interacting with another robot
from that study, but 4 had no prior experience. It is impor-
tant to note that those two participants may have had higher
expectations towards the robot than those without prior expe-
rience. The participants in the study were able to converse
in English fluently, with minor grammatical errors in only
two of the participants. The participants were not offered
any compensation.

4.3 Data analysis

A total of 55min of video data for the participants’ inter-
actions with the robot were recorded. The pre- and post-
interaction recorded audio interviews were in total 3h and
9min long. Both the audio and video data were transcribed.

23 Excerpt showing the interaction flow with the robot: https:/youtu.
be/rkuoOfFuvRU

The data were qualitatively analyzed, using a combination
of conversation analysis (Sidnell & Stivers, 2012) to detect
disruptions in the conversation due to poor task performance
and content analysis (Krippendorff, 2019) for categorizing
the topics in the conversation with the robot and the feed-
back in the interviews. The outcomes of the data analysis
that combine the findings from the robot interactions with
the interviews are reported as technical challenges in Sect.
4.4, which formed the basis of the technical improvements
described in Sect. 4.5.

4.3.1 Transcriptions

Whisper24 (OpenAl) Radford et al. (2022) was used on
the videos from external cameras for English transcriptions.
Large-v2 model (with default parameters) was used, since
it achieves the best overall performance for English (Rad-
ford et al., 2022). The transcriptions and their timings were
corrected manually.

Interviews were manually transcribed using audio record-
ings by a native Swedish speaker to obtain more accurate
responses in a multi-speaker setting (three experimenters and
the participant).

4.3.2 Qualitative analysis

The video and audio data were manually coded. Deductive
coding (i.e., coding the data based on a predefined set of
common failures in HRI (Honig & Oron-Gilad, 2018)) was
applied to detect the disruptions in the dialogue, based on
conversation analysis to identify turn-taking errors, speech
recognition failures, speech detection errors, malfunction-
ing, and experimenter interference. Inductive coding (i.e.,
coding derived from the data) was applied to identify addi-
tional causes for dialogue disruptions. The resulting dialogue
disruption codes for the analysis are provided in Table 5 in
the Appendix.

Content analysis was used to derive conversation topics
from the robot interactions and categorize feedback in the
interviews of the first study. A hybrid coding strategy was
taken to use frequency coding (i.e., counting the number
of times a code occurs) for dialogue disruptions, descrip-
tive coding (i.e., single word/phrase coding) for identifying
topics discussed and detecting topic initiator/closer (partic-
ipant/robot) in the dialogues, process coding (i.e., noting
actions) for out of ordinary responses and reactions in the
context of the conversation, and in vivo coding (i.e., quoting
the participants) for highlighting the participants’ opinions
in the interviews or utterances in the dialogue in particular
cases. To evaluate the open-domain nature of the conversa-
tions with the robot, the identified topics were categorized

24 https://github.com/openai/whisper.
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gzzzgraplljl?(r:tslcirllp?l?; studies Study 1 Study 2
Participants 6 28
Gender 3 female, 3 male 15 female, 13 male
Age 78.3 (8.3) 74.5 (5.6)
Age range 66-86 66-86
Household type
Living alone 2 5
Living with a partner 4 22
Living in a senior care house - -

Other - 1

Prior experience with robots

Prior experience with robot(s) 2 5
Talked to robot(s) 2 1
Owns robot(s) - 3

No prior experience 4 23

in the speech events using the taxonomy by Goldsmith and
Baxter (1996) and analyzed under the categories defined
by Dogruoz & Skantze (2021) (see Dogruoz & Skantze
(2021) for a detailed description of the speech events and cat-
egories). The resulting topic codes are provided in Table 6
in the Appendix. Additionally, anthropomorphism (i.e., par-
ticipant attributing human aspects to a robot, e.g., “Are you
healthy?””) and mirroring (i.e., robot mirrors the user’s pref-
erences and likes as its own, e.g., “I like... to0”) are coded in
the interactions.

In this article, the feedback from the preliminary inter-
views is only used for supporting the conclusions from the
coded interactions, anecdotally (i.e., using comments from
participants) or thematically (i.e., based on recurrent themes
in the interviews using thematic analysis), in regards to the
technical challenges of applying large language models to
conversational companion robots in open-domain dialogue.
The detailed analysis of the interviews is outside the scope
of this article.

4.4 Technical challenges

Based on the analysis of the robot interactions, four main cat-
egories of challenges of integrating LL.Ms into conversational
robots were identified that caused disruptions in the inter-
action and negative user experiences: frequent interruptions
and slow responses, repetitive responses, superficial conver-
sations, and language barrier.

4.4.1 Turn-taking: frequent interruptions and slow
responses

When the robot interrupts the user or the person speaks
over the robot, the recorded user input can be incomplete or

@ Springer

incorrect (e.g., interruption during double negatives or long
sentences), which, in turn, affects the LLM performance and
the user experience. During the interactions, the participants
were interrupted quite frequently by the robot (M = 14.00,
SD = 6.26), as can be observed in the video,? which
resulted in negative reactions from the user, such as frowns,
irritated responses, foreign language anxiety, and the need to
rush in speaking. There were three main reasons behind the
interruptions that impaired the LLM performance:

1. The participants were not aware when the robot stopped
listening, since there were no indicators for turn-taking
in the robot. There were pauses in the participants’ utter-
ances that were longer than the ‘silence timeout’, which
triggered the robot to start generating a response, while
the person continued speaking, with the reasons being
(a) the long thought process within speech for an unex-
pected question with spread-out lexical fillers (e.g., “My
favorite movie is... hmm...”), (b) speaking in a foreign
language (e.g., trying to come up with the correct trans-
lation), or (c) pauses and hesitancy in older adults’ speech
(Benjamin, 1997):

— Robot: What kind of books do you like?

— P1: I... am... (robot stops listening) literature, liter-
ature I like, (robot starts talking) fiction, fiction.

— Robot: I’'m sorry, I don’t understand what you
mean by locks. Could you explain it to me? (refer-
ring to an earlier part of the dialogue —shown in
Sect. 4.4.4— due to lack of a meaningful recorded
response)

25 Frequent interruptions in conversation by the robot: https:/youtu.
be/2H5ufXVXKI4.
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— P4: And... you asked what I like? Hmm... (robot
stops listening) 1 think, well (robot starts talking),
sports.

— Robot: Yes, I am just trying to get to know you
better.

— P4: (backchannelling) Yeah.

— Robot: What do you do for fun?

— P4: 1 think... back to nature. (referring to a previous
part of the dialogue, not mentioning sports)

2 The participants were not aware that the robot was gener-
ating aresponse. Due to the long response generation time
(2-3s) from GPT—3.5, there were long silences in robot
speech, which made them unsure of whether to continue
speaking and urged them to maintain the flow of con-
versation by continuing (Bernstein, 1962; McLaughlin
& Cody, 1982). Correspondingly, their response was not
recorded, and the LLM response was out of sync with the
user and caused the user to repeat their responses:

— P4: So I have been working with communicating
with sign language through video communication.
(waits for the robot’s response for 3.5 seconds) And
sometimes with (robot starts speaking) written.

— Robot: That is really interesting. Can you tell me
more about it?

— P4: Yeah, you need to be able to combine, some-
times use vision, sometimes use written com-
munication. For example, so you... (robot starts
speaking)

Two participants commented in the interviews that “Response
time was too long, so it felt strange” (P4, male). This resulted
in participants experiencing the need to learn how to com-
municate with the robot in a different manner in comparison
to human-human conversations:

You have to learn it (response time). It takes time, you
have to learn, you have to wait more. It needs to have
a relatively short response time. (P3, male)

Response time was long, so it felt strange. There was
also a lot of rolling back and forth with the eyes and
thoughtfulness before he dared to say anything, so you
didn’t really feel the response. (P4, male)

3 The participants gave longer responses than the ‘maxi-
mum speech timeout’, either due to word repetition or
the slow speaking rate of older adults (Benjamin, 1997),
which resulted in missing parts of the speech, thus, lead-
ing the LLM to generate incorrect, irrelevant, or empty
responses. One of the participants noted that he might
have said too long phrases when interacting with the
robot:

I probably said too long phrases. So that’s why he didn’t
get what I meant. It should be improved, that he calms
down so that I say long sentences, it takes a while before
I get to any interaction. That he could wait it out and
try to understand what is the question or the source of
my long sentences. (P4, male)

In rare occasions (M = 1.83, SD = 1.94), overlaps
happened when the participants talked over the robot (1) by
backchannelling (e.g., “hmm hmm”, “yes”), (2) when they
tried to finish or repair their utterance after the robot inter-
rupted them, or (3) when they started speaking again while
the robot was generating a response. In the third case, the
participants mostly stopped speaking when the robot started
speaking.

The errors in turn-taking also resulted in speech detection
errors and speech recognition failures since only part of the
speech was processed, thus resulting in incorrect or out-of-
context generated responses from GPT—3.5.

4.4.2 Repetitive responses

There were a lot of repetitive utterances from the robot that
were either due to (1) an empty response or a server con-
nection problem with GPT—-3.5 (M = 9.50, SD = 6.50)
up to 18 times in an interaction (for P6, female), which trig-
gered clarification requests, as described in Sect. 3.2.3 and
evident in the video excerpt®® or (2) the same exact response
being generated from GPT—3.5 (M = 12.00, SD = 17.92)
which occurred up to 47 times in an interaction (P5), such
as repeating a previous response consecutively (e.g., “I love
nature too” in the Vid6027), asking the user to talk more about
the topic (e.g., “That’s really interesting. Can you tell me
more about it?”), or thanking the user (e.g., “Thanks for shar-
ing that with me.”). It is important to note that some of the
empty response errors were due to speech recognition fail-
ures (M = 4.67, SD = 3.78) and interruptions (M = 2.00,
SD = 3.52). However, these repeated responses were not
due to a bug in the code, it was all generated by GPT—3.5.
In one of the interactions (with P5), the same response
(“That is really great. I love swimming in the sea too. What
is your favorite thing about swimming in the sea?”’) was gen-
erated by GPT—3.5 consecutively 12 times, after which the
experimenter interfered to restart the robot. After restarting,
the same set of questions was asked to the participant in the
same order and exact phrasing twice (i.e., 6 questions on dif-
ferent topics with the same follow-ups from the robot, and
repeated in the same order at the end of 6 questions). The

26 Repetitive clarification requests due to empty response from
GPT—3.5: https://youtu.be/nPknDSj2GBs.

27 Excerpt where the robot repeats the same phrase consecutively:
https://youtu.be/2hirZcOkTEIL
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participant either rephrased their response or changed them
when responding on all occasions, and did not ask for help.

In addition to the repeated phrases, the template of the
utterance was quite often the same as well (e.g., “I love to...
too”, “Ilike to... too”, “That sounds like a...””), often mirroring
the user’s preferences and likes as its own, rarely expressing a
different preference or idea, like a ‘stochastic parrot’ (Bender
et al., 2021).

Participants often perceived these utterances as frustrat-
ing, which was expressed through gestures, facial expres-
sions, and responses. Repetitive responses caused partic-
ipants to change their response or topic just to get the
conversation flowing, and led two of the participants to ask
for help from the experimenters, with one of them asking
to stop the interaction after 4 min (P2) and requesting the
experimenter to continue talking for them. The same gen-
erated responses also led to amusement on one occasion.
Three participants noted that the responses were repetitive
and should be varied:

It needs to become more varied. (P3, male)

Try not to repeat the same, exact same phrase. If it says
“Yes, it was interesting” or something like that or too
often. People tend to avoid such things instead. Get
around the same thing in some other way. (P4, male)

Maybe it was a bit one-sided. It repeated its views quite
a bit. (P5, male)

4.4.3 Superficial conversations

In the majority of cases, participants had an informal con-
versation with the robot, which is visible in Fig. 3. These
informal conversation topics were mainly (50% of topics)
focused on hobbies and interests, such as literature, movies,
music, sports activities, and outdoor activities. The robot took
an active role in the conversations, and initiated most of the
topics by asking questions about the participant’s favorite
book, movie, or hobby. Considering that this was the par-
ticipants’ first interaction with the robot (Sect. 3.2.1), the
main purpose of the robot persona was to get to know more
about the conversation partner, their interests, and activities
(Prompt 1). However, this led 4 out of 6 participants to per-
ceive the conversation with the robot as superficial. As a
result, conversation topics and responses received from the
robot were considered to be lacking depth and meaning. The
robot was perceived to be simple, single-minded, and self-
reserved about its own hobbies and interests:

Since the conversation didn’t have any depth, it’s hard
to know how far (the robot) can go when having an
important conversation. (P1, female)

@ Springer

(The robot) doesn’t want to talk about his own book, “I
don’t have a favorite book”, “I don’t have a favorite
movie”. And then the conversation gets weird. (P1,
female)

The robot needs to answer more of different things and
questions. (P3, male)

As a conversational partner, participants expected the
robot to have opinions on its own or to have mutual inter-
ests in order to facilitate a mutual conversation, as noted in a
conversation by a participant.”® Robot merely asking ques-
tions from the user without giving any feedback or answers
was not considered to be conversational:

There wasn’t much feedback, the robot didn’t talk about
what jazz music it liked. (P5, male)

I would be very annoyed to have such an idiot robot
at home. I mean if you’re going to have an interesting
conversation about a Nobel Prize winner in literature, it
has to be someone who has read a few thousand books
and has something interesting to say. (P6, female)

Few participants mentioned that the robot should have
talked more about feelings and emotions, by asking the user
polite questions such as “How do you feel today?”’. When the
robot straightforwardly started the interaction about queries
considering personal interests, it was perceived as impolite.

“How do you feel today?”, “Are you happy today?”,
“Did you sleep well?”, “Do you have pain anywhere?”
Like such things would be very good if it could ask.
(P1, female)

In many cases, the robot abruptly changed the topics, with-
out any clear connection between the conversation topics. On
one occasion (P5), the robot changed the conversation topic
five times with only one or two follow-up questions. This
could have led the robot to be perceived as interrogative,
rather than a pleasant conversational partner. Nonetheless, 4
out of 6 participants anthropomorphized the robot by ask-
ing questions about itself, such as “Are you healthy?” (P1,
female) or “Where do you go when you go out in nature?”
(P4, male). The tendency to anthropomorphize the robot was
pronounced with users framing their questions and responses
in a manner reminiscent of human-human conversations,
expecting the robot to have its own opinions, memories,
needs, and desires in a similar way to humans:

— Robot: I will definitely try to visit Africa one day.
I think it will be a very interesting place to see.

— P3: Yes. Because you have the desserts, you have,
erm, what you call, rainforests. Erm, you have all

28 Excerpt for superficial conversation: https://youtu.be/7y-nu0YbzVo.
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Fig.3 Topics participants discussed with the robot during the preliminary interviews

different climates and different things, so it’s nice.
So I'd really advise or suggest that if you have the
opportunity, please do so. But what is your last
travel?

but the question is, is there any way to check it out. I
think I would be pretty sure he wouldn’t gossip. (P4,
male)

Nonetheless, all participants wanted the robot to learn

— Robot: Well, maybe we have something in com-
mon. I also like to read books by Nobel prize
winners.

— P6: And what kind of books do you read? Do you

from their interactions and be personalized, such that it can
provide deeper and richer conversations (2 participants), be
“more like a person” (P3, male) and “friend” (P1, female),
and refer back to the previous conversations to help users
remember in old age.

have a favorite?

Despite the similarity of the topics discussed, user expe-
riences with the robot varied depending on the interaction
disfluencies, the generated text from GPT—3.5 based on
the responses of the participants, and the adaptation of the
robot persona over time, based on its interaction with users.
In addition, the interaction style of the robot (e.g., inter-
rogative, interested, helpful) changed between users, which
caused inconsistencies in interactions between users. The
robot asked questions based on the topics discussed with
previous users, based on the learned facts in the robot per-
sona, which might prove to be a security and privacy issue,
as 3 participants were concerned about.

(When asked whether the robot should be personalized)
I think so, because then it won’t be so stereotypical.
Then there will be a little more conversation, we know
each other, and that’s clear, then you get closer to each
other. I’m a bit torn, because it can be a bit like that...
you have to remember it’s a robot. But I can imagine
if you’re older and start to forget things (-) that you
can then be reminded of different things, what you’ve
talked about before and stuff like that. It can repeat
them. (P2, female)

Because when you and I sit and talk, if we have sev-
eral different discussions, you will remember the earlier

You talk to a robot in secret. It depends on how the
robot, that is, how the entire mechanics, how it handles
what I give to it. So, it can be a little... If you think that
you lived in China, I would be very afraid to say any-
thing. What I like and think or something like that. Just
taking an example, there are certainly other countries
also which register everyone like this... What you say
and what you think and stuff like this. (—) the security,
where it lets go, must be hugely high. (P2, female)

I’'m thinking about testing him and asking, do you
remember when you talked to (another participant), but
I guess he wouldn’t say anything about such situations,

ones and then it becomes a little more like a person then,
if Furhat remembers them too. He can say “You said
you were going to see this movie” for example, “What
did you think of it?”. (P3, male)

4.4.4 Language Barrier

Disruptions in the interaction due to speech recognition fail-
ures (i.e., misunderstanding the user) were not very common
(M = 3.67, SD = 3.27), and most were due to Swedish
names or phrases (e.g., participant’s name, a Swedish book
or author) in the dialogue. For instance, the robot recog-
nized Swedish speech as “like going to circus” (shown in the
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videozg), which caused the user to be confused but amused.
Nevertheless, combined with other disfluencies described
above, speech recognition failures resulted in negative user
experiences for all participants, since they caused the LLM
to generate incoherent responses that were not possible to
recover from, with users not understanding that the robot
misunderstood them or puzzled on how to respond:

— Robot: Do you have any hobbies?

— P1: I read-adot (speech recognition failure) see the
locks and I also like to pick berries.

— Robot: That sounds like fun! I'm sorry, I don’t know
what locks are. Could you tell me more about them?

— P1: About berries Buddy’s? Berries That they are
in the forest.

— Robot: That’s very interesting. I'm sorry, I don’t
know what a lock is. Could you tell me more about
it?

— P1: More about what thought?

— Robot: I'm sorry, I don’t understand what you mean
by thought. Could you explain it to me?

— P1:Idon’tunderstand what you want me to explain.
Do you want me to explain how to pick berries, or?

Correspondingly, 4 out of 6 participants emphasized the
need to have conversations in Swedish with the robot in the
interviews. One participant also noted that the robot spoke
very fast. This language barrier resulted in participants being
uncomfortable in talking with the robot:

The (English) language inhibits me, so I can’t speak
the way I normally do, and therefore, I don’t know
how it would have gone if we had had the conversation
in Swedish. Then I might have started talking about
feelings. I tried to get him to say what he thought of the
weather, but it didn’t work, I got nowhere with that. It
didn’t seem to work. But maybe I didn’t ask the right
questions. (P1, female)

Similarly, due to the speech recognition failures, a partic-
ipant had to stop the interaction after 4 min, and asked the
researcher to translate their responses to the robot, which
lasted an additional 7 min. In the interviews, she stated that
she regretted not being able to talk to the robot more, and her
ability to speak their second language was inhibited due to
lack of practice in daily life (Bonfieni et al., 2019):

It’s a shame that I couldn’t talk to it, so I almost never
use English in, like, normal cases so that. But it’s like
another thing, this is big just to come here and talk to
it. And then, well.. there will be several different things

29 Speech recognition failure due to participant talking in Swedish:
https://youtu.be/rjDipaSObis
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(to talk about at home). 1 don’t really know how to talk
to it then. (P2, female)

The language barrier was also manifested as the robot’s
inability to generate dialects and different intonations. If the
robot pronounced the person’s name in a wrong way, the
robot was considered as impersonal:

That’s the obvious one, more language of course.
Richer understanding of words, (the robot) can’t handle
(participant name), but has () trouble with dialects. I
mean, maybe if (the robot) learns Swedish, it will be
difficult with Skane then (a Swedish dialect). It seems
that a big investment in language would probably be
needed. (P4, male)

However, a particular use case for having the robot speak
English with non-English speakers is to practice English
with the robot. This came up spontaneously in one of the
interactions, as can be seen in the video.3° Participants also
mentioned their interest in learning a foreign language with
the help of the robot:

I would love to do that (learn English with the robot).
Just tell me and I’'1ll come and get him, haha. Yes, but it
would be great fun actually. I think that’s a great thing
to use. Because there are many older people who are
really into it (learning a new language). (P2, female)

When the robot is used for learning a foreign language, the
robot’s ability to make the user feel comfortable and allow
the user to make mistakes become critical:

(The robot) was very friendly, and he was very friendly
when he kind of said “If you and I speak a little more
English, you will learn a little better”. So that there
was like that, a sort of.. something that would be very
good in a social context, because my English wasn’t
that good. (P1, female)

4.5 Technical improvements

Technical improvements were made to the robot based on
the challenges identified. However, to prevent confounds in
the evaluation of LLMs in companion robots, no additional
library (e.g., for turn-taking, speech recognition, or LLM)
was used.

4.5.1 Turn-taking

The ‘silence timeout’ was increased by 50% (to 1.8s) to
account for the long pauses in speech. Since the response

30 Robot suggests practicing English with the participant: https:/youtu.
be/sWL8uGK4u0Q.
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time of GPT—3.5 is very long, the added duration for silence
would create further disruption in interaction (‘awkward
silence’), especially if the users restart speaking when the
robot starts generating a response, hence, this value was not
increased substantially.

Deriving from spoken dialogue systems that use LED
lights to indicate whether the device is ‘listening’ (e.g., Ama-
zon Echo), which older adults may be familiar with, and
previous studies in HRI (e.g., Perera et al. (2017); McMillan
et al. (2019); Senaratna et al. (2020); Pollmann & Ziegler
(2021); Maniscalco et al. (2022); Lekova et al. (2023)), the
LED underneath the Furhat robot was used to indicate when
the robot takes the turn. The LED turned red when the robot
stopped ‘listening’ (i.e., right before the recorded audio is
sent to speech recognition), and turned off when it was
(after the robot finished saying the utterance generated by
the GPT—3.5 response).

Gazing away is a powerful indicator to improve turn-
taking in HRI (Skantze et al., 2015), hence, gaze aversion
(i.e., looking either top/bottom left/right) during response
generation was implemented on the robot to demonstrate that
the robot is ‘thinking’. The robot returned its gaze to the user
when the response was generated to talk and maintain eye
contact with the user.

4.5.2 Repetitive responses

In order to decrease the number of empty responses or con-
nection failures due to GPT—3.5, the request was changed
to be sent five times. In the case that the response was
still not filled, instead of only asking clarification requests,
which were frustrating to the participants, backchannelling
responses (i.e., “I see!”, “Hmm hmm.”, “Right.”) and invita-
tion for elaboration ( “Could you tell me more about that?”’)
were added to push the conversation forward.

‘Frequency penalty’ was not changed to evaluate whether
improvement of the other factors in the robot would overcome
the repeated responses.

4.5.3 Superficial conversations

In order to establish deeper conversations with participants,
the persona of the robot was changed based on the feedback
in the interviews, such as “The robot needs to ask questions
about feelings and health”, and “The robot needs to talk more
about itself”. In addition, an anthropologist, who had ongo-
ing ethnographic research for integrating robots in senior
care centers, was consulted (e.g., “Senior care staff often
talk to senior citizens about their families, memories, and
emotions”, “The robot needs to be empathetic”). The result-
ing ‘empathetic’ persona is given in Prompt 3). Instead of
Furhat, a Swedish name (Linda) was used to improve both
speech recognition (Furhat is often transcribed as “for hat”)

and the believability of the robot persona. ‘Jane’ was used as
the Furhat’s face, as shown in Fig. 1, based on the preferences
of older adults in the participatory design workshops.

Linda is a personalized empathetic friendly compan-
ion robot for older adults. She talks about people’s
lives, interests, experiences, emotions, relationships
with others, and reflects on them. She values people’s
opinions, recognizes their feelings, and provides social
and emotional support. She also talks about her own
experiences to reflect on situations as a friend. She is an
active listener, and understanding. She asks open ques-
tions. She wants to talk about people’s memories and
family members. She tries to create positive emotions
in the person. When she expands on a topic of conver-
sation, she uses personal details already mentioned to
personalize the conversation.

Prompt 3:GPT-3.5 prompt for empathetic robot per-
sona.

The location, date, and time of the interaction were added
to the prompt to provide more accurate responses. For per-
sonalized interactions, the previous date and time of the
interaction were also provided. However, learning of per-
sona over time was removed to ensure consistent interaction
between users and prevent any privacy issues.

Prompt 3 :

Time at the start of this conversation is DATE_TIME.
USER_NAME and Linda are located in Stockholm,
Sweden.

Last time Linda and USER_NAME spoke was
LAST _DATE_TIME.

The following is a/second/third conversation between
the person/USER_NAME and Linda.
DIALOGUE_HISTORY

Linda:

Prompt 4:Updated GPT-3.5 prompt for response gen-
eration.

LLM in the robot was updated to GPT—3.5 text-davinci-
003 model, based on its “higher quality writing with clearer,

more engaging, and more compelling content” 3!

4.5.4 Language Barrier

While the older adults in the study were able to converse flu-
ently in English, with minor grammatical errors in only two of
the participants, turn-taking interruptions and speech recog-
nition failures, followed by several clarification requests, led
them to hesitate in their answers and English level, thus,

31 https://help.openai.com/en/articles/6779149-how-do-text-davinci-
002-and-text-davinci-003-differ.
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refrain from exploring a wider range of topics or even talk-
ing altogether, as noted by the participants in their interviews,
with 4 of them highlighting that the robot needs to speak in
Swedish. Thus, the prompts were translated to Swedish for
GPT-3.5, which in response, generates Swedish utterances.
The language for Google Cloud Speech-to-Text was set to
Swedish as well. In addition, a Swedish TTS (Amazon Polly,
‘Astrid”) was used, based on the preferences of older adults
in the participatory design workshop. Based on the feedback
from one of the participants, the speaking rate was decreased
to 80% of the TTS, since older adults speak 20 to 25% slower
than young adult speakers (Benjamin, 1997).

4.5.5 Other

With the aim of conducting participatory design workshops
with older adults, a wizard interface was created to ensure
that experimenters can simultaneously start multiple robots
to interact with users without changing any code. To ensure
that each participant had sufficient and equivalent time to
interact with the robot, without being concerned about when
they should end it, a (7-minute) timer was added. When the
robot stopped listening, before a response was requested from
GPT-3.5, the timer was checked. If the dialogue duration is
equal or greater, the robot would end the interaction with a
pre-scripted phrase: “I would love to talk more another time,
but for the sake of time, I need to say goodbye. Thank you
for talking with me. Take care!” (in Swedish). Hence, the
overall conversation duration may be slightly longer than the
set timer. The robot would then listen to the response from the
user, before saving the interaction files. In case the participant
wanted to end the interaction prior to the timer, an option was
added in the wizard interface to end the interaction with the
same phrase to ensure consistency and prevent the robot from
continuing the conversation. For malfunctioning of the robot,
another option was added in the wizard interface to abort
the interaction, which saved the current interaction files, and
notified the user about the error in the system: “There seems
to be an error in my system. Give me a minute please.”. When
the interaction is restarted with the same user from the wizard
interface, the saved files are used to continue the conversation
from where it was left off: “Sorry for the wait! Could you tell
me what you said right before?”.

A recorder for the robot’s camera and microphone, and a
logger for events of the robot were added for performance
and data analysis.

5 Participatory design workshops
After the technical improvements in the robot’s abilities to

tackle the challenges faced in the preliminary interviews, we
moved on to the second phase in the co-design process of a
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personalized companion robot, through participatory design
workshops. 28 older adults aged 65 and over participated
in the workshops. A total of 4 workshops were conducted,
which lasted two hours each. They took place on March 6 and
March 8, 2023, at KTH Digital Futures premises. The work-
shops and the robot interactions were conducted in Swedish.

5.1 Procedure

The participatory design workshops consisted of three stages
(see Irfanetal. (2024a) for the qualitative analysis of the focus
group discussions during the workshops):

1. Design scenarios: Focus group discussions (Fig. 4) were
conducted using design scenarios from everyday life sit-
uations of older adults to understand their expectations
towards companion robots. Design scenarios were videos
without audio that show an older adult (1) visiting family,
(2) feeling lonely, (3) receiving bad and (4) good news,
(5) waking up, and (6) having friends over. The partici-
pants were asked about their perceptions of the robot, and
what kind of conversation they would like to have with
the robot in these scenarios. Prior to the discussions, the
experimenter talked to the robot for 2 min to demonstrate
its capabilities. Focus group discussions lasted an hour.

2. Robot interactions: Each participant had an individ-
ual interaction with the robot (Fig. 1) in open-domain
dialogue for 7 min, followed by a robot acceptability ques-
tionnaire provided in Tables 9 and 10.

3. Interviews: After the robot interaction, small groups
interviews were conducted with 3—4 participants (8
groups) to better understand their user experience and
underlying reasons behind their ratings in the question-
naires. The interviews were based on the questions from
the preliminary study (Table 8), and lasted 30 to 40 min.

In this article, our emphasis is on the technical aspects of the
conversation, aiming to pinpoint the limitations of LLMs and
understand how the multi-modal features of the robot impact
LLM performance, based on iterative improvements. Hence,
the examination of the design scenarios and interviews is
omitted in this study, with questionnaire results serving as
the basis for supporting our findings from the videos.
Similar to the initial study, each participant talked to the
robot in open-domain dialogue ( “talk about anything you
want”). Contrary to the first study, the duration was pre-set
for 7min, which was initiated and monitored by an experi-
menter through the wizard interface. The experimenter did
not interfere with the interaction (i.e., the robot was fully
autonomous during the conversation), unless there was a mal-
function in the system or if the participant wanted to end
the interaction before the 7-minute duration. The interac-
tion ended with the robot saying a pre-scripted phrase, as
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Fig.4 Participatory design
workshop with older adults (6-8
participants per workshop)

described in Sect. 4.5.5. The participants were instructed
not to speak when the red light underneath the robot was on,
as it meant the robot was either generating a response or talk-
ing, and the robot would not hear them if they talked. The
gaze aversion was not mentioned to maintain the naturalness
of the interaction.

After the interaction, all participants filled out a ques-
tionnaire that was adapted from the interview questions
from the first study (Table 8 in the Appendix), which was
extended with additional adapted questions from commonly
conducted questionnaires (Likert scales from 1 to 5) in HRI
(Nomura et al., 2006; Lee et al., 2006; Bartneck et al.,
2009; Syrdal et al., 2009; Heerink et al., 2010; Weiss et al.,
2009; Malhotra et al., 2004; Graaf et al., 2019) and open-
domain dialogue (Zhang et al., 2018; Shuster et al., 2022;
Borsci et al., 2022). The questionnaire was divided under
the factors: (A) Experience with Linda, (B) Satisfaction with
Linda, (C) Safety with Linda, (D) Linda’s Personality, (E)
Prior Experience with Robots, (F) Background (i.e., gender,
age, marital status, children/grandchildren, and household
type), including a question on whether the participant would
like to come to KTH (study venue) to talk to the robot
again (Yes/Maybe/No), and additional feedback through an
open question. Questions and the corresponding results from
the study are provided in detail in Tables 9 and 10 in the
Appendix.

All interactions with the robot were video-recorded both
through an external camera and the camera on the robot.

5.2 Participants

The participants were recruited by distributing the invitation
to KTH communication channels, social media, and plat-
forms for gathering senior citizens. In total, 28 participants
from the age group 65 and over registered as volunteers.
All participants were Swedish speakers, and 15 of 28 were
females. Most participants (23) did not have prior experience

with robots. Further participant demographics are provided

in Table 1 (Sect. 4.2). The participants from the pre-
liminary interviews and the previous kitchen robot study
(Kuoppamiiki et al., 2021) were not part of this study. The
participants were offered a small compensation (100 SEK gift
card) at the end of the study. The distributed study invitation
mentioned that a gift card will be given as compensation, but
did not specify the amount. All participants gave an informed
consent for the study.

5.3 Data analysis

A total of 3h and 24 min of video data for the participants’
interactions with the robot were recorded. The audio record-
ings for the design scenarios were 3 h and 40 min long, and the
post-interaction interviews were 3 h and 52 min long in total.
Both the audio and video data were transcribed. The video
data were qualitatively analyzed in the same structure as
described in Sect. 4.3. In addition, quantitative analysis was
conducted for response generation time, speech recognition
performance, conversation topic duration, and the question-
naire data. As explained in Sect. 5.1, the questionnaire results
are only used to support the conclusions for the technical
challenges. The detailed analysis of that data, the design sce-
narios (analyzed in Irfan et al. (2024a)), and the feedback
from the interviews are outside of the scope of this article.

5.3.1 Transcriptions

Whisper (OpenAl) was used on the videos from external
cameras for transcriptions of robot interactions. Large-v2
model (with default parameters) was used, since it achieved
the best overall performance for Swedish (Radford et al.,
2022). Google Translate was used to translate transcripts into
English. All videos were manually checked to correct the text
and timing of transcriptions, and to remove transcribed text
for background voices.
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Table 2 Questionnaire results per construct from the participatory
design workshop, where Likert scale is from 1 (strongly disagree) to 5
(strongly agree).

Construct Median IQR Consistency (o)
Comprehension 4 1 -
Clarity 4 1 -
Turn-taking 4 1 0.6
Engagingness 3 1.25 -
Consistency 4 1 -
Fluency 3 1 -
Credibility 3.5 1 -
Use of knowledge 3 1 -
Contextual memory 3 1 0.84
Usefulness 3 1 -
Ease of use 4 1 0.73
Enjoyment 4 1 0.84
Emotion(al influence) 1 2 0.53
Sociability 2 2 0.77
Social presence 2 1 -
Personality 2 2 -
Adaptiveness 3 1 0.61
Trust 3 0.5 -
Security 3 0.25 -
Privacy concern 3 3 0.78
Anxiety toward robots 2 2 0.7
Attitude towards technology 4 1.25 -
Intention to use 2 2 -
Anthropomorphism 2 1.25 0.88
Animacy 3 1 0.88
Likeability 4 1 0.86
Intelligence 3 1 0.82

Detailed results are available in Table 9 and 10. Constructs with a single
item do not have Cronbach’s « (consistency between questions)

5.3.2 Qualitative analysis

The qualitative analysis was conducted for dialogue disrup-
tions and topic detection on the interactions with the robot
in the same structure as in Sect. 4.3. This work omits the
qualitative analysis of the design workshops and interviews
in order to prioritize the examination of the technical chal-
lenges associated with LLM integration into conversational
robots.

Topics and dialogue disruptions are coded by two coders
(expert and junior), which had moderate agreement (: =
0.5%2) for topics and low agreement (: = 0.17) for disrup-
tions. The reason for low agreement could be the high number

32 is calculated using iota method in irr package in R based on Janson

and Olsson (2001), which is an expansion of Cohen’s k for multi-variate
ratings.
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of disruption codes (14) with multivariate aspects, and the
high number of topics (26) with occasional overlaps (e.g.,
memories about family should be categorized under both
‘memory and ‘family’ topics), which create a high cognitive
load on the annotators, thus, possible to miss or misinterpret.
The expert annotator defined the topics and disruptions based
on qualitative analysis, as described in Sect. 4.3, hence, was
more familiar with the data and the corresponding coding cat-
egories. Thus, the expert coder’s annotations are reported.

5.3.3 Quantitative analysis

All the events that are triggered in the robot during an interac-
tion were logged in milliseconds for accurate data analysis.
From these logs, speech recognition duration and GPT—3.5
response time are obtained. Since the full dialogue history is
added to the prompt for GPT—3.5 at each turn of the interac-
tion, thus, increasing the prompt length, the response time is
expected to increase throughout the conversation. Hence, the
means and standard deviations of the initial (to generate the
first response), average (response time on average through-
out the conversation), and final (to generate the last response)
response times are provided, along with the prompt length
(in tokens*?) and speech recognition duration.

Word error rate (WER) is calculated for speech recogni-
tion using manually-corrected transcriptions of the videos
and the conversation log of the robot (i.e., text obtained from
speech recognition). Note that the disruptions in turn-taking
have affected the speech recognition performance, that is,
if the participant(s) talked over the robot when it was not
listening, WER would increase.

Topic duration is annotated using the video interactions for
this study. This was not analyzed for the first study due to the
several disruptions in turn-taking resulting in the participants
repeating what they said multiple times, and sudden topic
changes due to speech recognition failures.

Median (Md) and interquartile range (/ Q R) are reported
for the questionnaire results (Tables 9 and 10), because the
data is ordinal (Jamieson, 2004). In addition, the percentiles
of users who either agreed (rated 4 or 5) or disagreed (rated 1
or 2) with the questions are also provided for further insight
into the responses. Cronbach’s alpha () is measured per con-
struct for internal consistency between items. The results of
the questionnaire are used to underpin our conclusions drawn
from the videos. The detailed analysis of the questionnaire
is beyond the scope of this work.

33 Calculated using OpenAl’s tiktoken library: https://github.com/
openai/tiktoken
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Table 3 GPT-—3.5 response generation time, prompt length, and speech recognition duration for initial and final dialogue turn, and averaged

throughout the dialogue

Category GPT—3.5 Response time Prompt length Speech recognition duration’
(s) (tokens) (s)

Initial M =245,5D =0.55 M =391.75,SD =9.76 M =0, SD = 0.0008

Average M =238,SD =022 M =1115.32, 8D = 177.51 M =0, SD = 0.0005

Final M =242,SD =0.59 M =1658.92, SD = 260.05 M=0,SD=0

! Timestamps of events were recorded with milliseconds. 0 refers to a duration of less than a millisecond

5.4 Technical challenges

In addition to the previously identified categories of chal-
lenges in the first study (i.e., turn-taking, repetitive responses,
superficial conversations, and language barrier), hallucina-
tions and obsolete information, disengagement cues, and
premature closures were identified as challenges of LLMs
in conversational companion robots through this study. Note
that the duration of interaction with the robot was less in
this study (M = 7.27, SD = 1.52) than in the first study
(M = 9.24, SD = 3.45). Table 2 shows the overall user
experience based on the questionnaire in terms of constructs,
and Table 9 (in the Appendix) shows the results per question.

5.4.1 Turn-taking

Robot interruptions decreased drastically (M = 3.18,
SD = 2.57) compared to the initial study (M = 14.00,
SD = 6.26), which shows that turn-taking indicators (the
red light and gaze aversion) were beneficial. Correspond-
ingly, 81% of the words spoken were transcribed, such that
the LLM could respond without a high number of clarifica-
tion requests, leading to moderately fluent discussions (B.6:
Md = 3.0, QR = 1.0,46% agree). However, interruptions
still occurred in 24 (out of 28) interactions up to 9 times in an
interaction. Nonetheless, the participants perceived to a large
extent that the robot did not interrupt them (A.16: Md = 4.0,
1QOR = 2.0, 71% agreed), the robot could understand when
they wanted to take a turn (A.15: Md = 4.0, IQR = 1.0,
57%), and it was easy to start and continue the conversation
without any help (A.10: Md = 4.0, QR = 1.0, 86%). Par-
ticipants gazed away when they were thinking, even when
they had the turn, hence, it was possible to miss the light
indicator, which a participant (P6, male) noted after the inter-
actions.

Similar to the initial study, the participants’ long responses
depending on the context (e.g., talking about daily activities
prior to the interaction) resulted in partial responses to be
recorded, however, none of these led to disruptions in the
interaction, as the LLM was able to generate a response that
kept the conversation flow.

While the speech recognition duration was very fast (less
than a millisecond), the response time was very long due to
slow GPT—3.5 response generation (Table 3). Participants
had conflicting perceptions when asked if the robot was slow
in its responses (B.9: Md = 3.0, IQR = 2.0, 46% agreed).
While the prompt length increased with each dialogue turn,
as the dialogue history is appended to the prompt, no corre-
lation was found (r = 0.04, z = 1.47, p = 0.14) between
LLM latency and prompt length,>* which is evident from
both Table 3 and the wide variance in Fig. 5. This suggests
that the majority of the response time is due to the server
response time rather than the LLM generation time. Note
that the maximum prompt in an interaction (2243 tokens)
was shorter than the maximum prompt length of GPT—3.5
(4097).

5.4.2 Repetitive responses

The empty responses from GPT—3.5 (M = 0.54, SD =
0.74) were substantially fewer (M = 9.50, SD = 6.50 in
the first study), which happened to 11 participants, at most
2 times in an interaction. Due to the (only) bug in the code,
there was no utterance made by the robot in those cases.
Hence, instead of making a clarification request or backchan-
nelling, it started listening to the user again (the red light
turned on and off). This behavior confused the participants
on whether they should wait for the robot to answer or they
should say something. When the participants asked for help
from the experimenters, they were told the robot did not hear
them, and to repeat their response. Otherwise, the participants
commented on the robot’s silence and the robot responded
accordingly (e.g., “I was just trying to find information about
the weather.” as shown in the excerpt® or “I was lost in
thought about your beautiful boat. What did you say again?”),
which were good repairs from the LLM.

Repetitive phrases from the LLM were also considerably
lower (M = 0.75, SD = 2.76) than the first study (M =
12.00, SD = 17.92), and only occurred in 3 interactions. But

34 Since both variables are not normally distributed (p < 0.01 in
Shapiro test), Kendall’s 7 is measured.

35 Empty response from the robot with a recovery phrase: https:/youtu.
be/mXc_Xa_vkCec.
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Fig.5 GPT—3.5 response time variance with prompt length per participant

itoccurred up to 14 times in an interaction, in which the robot
might have been perceived as interrogative and offensive,
since it kept on questioning why the user was thinking in a
certain way (about UFOs) with the exact same phrase. The
participant turned to the experimenter to ask how they could
change the topic, but this triggered a topic change from the
robot.

5.4.3 Superficial conversations

The topics discussed with the robot were more diverse
than the preliminary interviews, as shown in Fig. 6. Albeit
being much less frequent than the initial study, hobbies and
interests formed most of the conversations (23.07%), but in
itself had a wide range of topics, from science, space, and
UFOs to literature, music, exercise, and outdoor activities.
The underlying reasons for the higher diversity of the speech
events or topics could be due to (1) the modified LLM per-
sona that prioritized social and emotional support over small
talk, (2) the lower number of disruptions in the conversation
flow, which encouraged users to engage more in the con-
versation, (3) the design scenarios prior to the interaction in
which possible conversation topics were discussed between
the participants, and the robot’s capabilities were clarified by
the researchers whenever requested, and (4) the variability in
user preferences and a higher number of participants.

The majority of the conversations (69.87%) were ‘infor-
mal/superficial’, due to it being their first interaction with
the robot, as well as the robot trying to instantiate conversa-
tions around interests, memories, activities, and feelings due
to its persona. However, the participants also explored the
task-oriented capabilities of the robot (or rather the LLM)
in 21.15% of the conversations. These ‘goal-directed talks’
consisted of (1) ‘information request’ about a restaurant,
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transportation, TV program, and recipes, (2) ‘action request’,
such as the user requesting the robot to book a restaurant, ask
it to sing or say something, (3) ‘advice seeking’ in which the
user asks the robot to provide opinions on a subject and dis-
cusses with it on that topic (e.g., arecommendation for a rug,
gardening, activities for the weekend, travel), and (4) ‘plans
with robot’, in which the user invites the robot over or makes
future plans with it. Note that these topics are separate from
‘complaining’ about the robot’s behaviors (e.g., gaze), ‘apol-
ogy’ from the person or robot about their action or utterance
in the conversation, ‘disagreement’ with the information pro-
vided by the robot, and ‘technology’ in which the user either
asked the robot about its capabilities to get to know it more
or discussed broader topics about technology and Al with the
robot, rather than requesting information, action, or advice.
Only a small part of the conversations (8.97%) went into
deeper topics (i.e., ‘involving talk’).

In comparison to the previous persona, the robot was more
submissive, i.e., the participants took the major lead in initi-
ating (70.9% of topics) and closing (61.4%) the topics rather
than the robot, which could be due to the ‘active listener’
part of its new personality prompt or due to the person-
ality of the participants. This is likely why, less than half
of the participants perceived the interaction as interesting
(B.4: Md = 3.0, IQR = 1.25, 46% agree). 4 participants
were also worried about what to say or talk about with the
robot (C.8: Md = 2, IQR = 2). The user experience was
also more varied due to the wide range of topics covered,
thus, the user satisfaction with the conversation varied (B.8:
Md = 3.0, IQR = 1.25, 21% were not satisfied). Conse-
quently, the participants had mixed opinions about having
the robot at home (A.7: Md = 2.0, IQR = 2.0), with the
majority (57%) not considering it ready yet.
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Fig.6 Topics participants discussed with the robot during the participatory design workshops

While in some cases (in 10% of the interactions), the
LLM mirrored the user’s responses similar to the initial
study, in most cases, it expressed opinions and offered
suggestions, which might have improved its agency and
human-likeness for the participants. 9 participants anthro-
pomorphized the robot in their interactions (e.g., “Do you
like modern music?”’, “Have you watched TV?”). How-
ever, Godspeed showed low anthropomorphism (Md = 2.0,
I QR = 1.25, Cronbach’s alpha = 0.885) the robot did not
“feel like areal person” for the majority of (79%) participants
(A.17: Md = 2.0, I QR = 1.0) or have a personality (B.10:
Md =2.0,I QR = 2.0,57% disagree). This could be due to
the lack of a ‘background’ or memories, leading to shallow
responses. Nonetheless, most participants (71%) consid-
ered the robot’s responses as consistent (B.3: Md = 4.0,
1 QR = 1.0). However, the contextual memory (i.e., remem-
bering prior user responses and responding accordingly) of
the LLM was not perceived highly (Md = 3.0, IQR = 1.0,
o = 0.84), showing the limitations of LLLMs for memory in
long conversations. In fact, the majority (71%) of the partici-

pants wanted the robot to remember their conversations (C.9:
Md = 2.0, IQR = 2.0), but they were also worried about
privacy and data collection with the robot (C.2: Md = 4.0,
IQOR = 2.25, 54% agree).

5.4.4 Language Barrier

WER (M = 0.348, SD = 0.099) for speech recognition
(of Google Cloud Speech-to-Text) was lower than previ-
ous findings of the architecture on Swedish conversations
(0.412) by Cumbal et al. (2021), which indicates that the
robot’s architecture or the microphone array did not affect
the performance of speech recognition. Speech recognition
failures (i.e., misunderstanding user response) were also
less frequent (M = 0.22, SD = 0.64) than in the initial
study (M = 3.67, SD = 3.27), occurring in 4 interac-
tions (up to 3 times per interaction), often due to Swedish
names (M = 0.21, SD = 0.69). Hence, the interaction was
smoother, as the LLM responses were coherent, showing the
importance of language choice for speech recognition and
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LLM. Nonetheless, when occurred, these failures resulted in
either an out-of-context response from the LLM, which led
to confusion and topic change, or triggered a correction by
the participant. 61% of the participants agreed that the robot
understood them (A.14: Md = 4.0, 1 QR = 1.0), while 57%
of the participants worried that the robot wouldn’t understand
or hear them (C.6: Md =2, IQR = 1.25).

LLM responses are also affected by the speech generation
of the robot, since LLLM assumes that the task is done accord-
ing to what is said. For instance, as shown in this video,3°
when the participant requested the robot to sing, the robot
read the lyrics of an English song with a Swedish accent to
which the participant responded with “You didn’t sing, you
talked”. However, LLM had no context of what the partici-
pant referred to, hence, the robot replied “I sang the song, but
if you want to talk about it, I am happy to do that”. In addi-
tion, while LLMs can generate multi-lingual outputs based
on prompts, the fact that only a single language (Swedish)
was used as the input language in speech recognition led to a
failure when one of the participants asked the robot whether
it could speak German in German.

5.4.5 Hallucinations and obsolete information

Due to ‘goal-directed talk’, which did not take place in the ini-
tial study, ‘hallucinations’ (e.g., misinformation generated by
the LLM about a restaurant, bus schedule, TV series, opera,
and exaggerating robot capabilities) and obsolete informa-
tion (e.g., saying it is sunny weather during snowstorm,>” or
an old movie recommendation) came into sight (M = 0.57,
SD = 0.84)in 11 of the interactions, occurring up to 3 times.
This led to neutral trust (61% neither agreed, nor disagreed)
in the robot (A.11: Md = 3.0, IQR = 0.25), caused var-
ied perceptions of the correctness of the robot’s responses
(B.17: Md = 3.5, IQR = 1.0, 50% thought that the robot
answered correctly) and the competency of the robot (B.5:
Md = 3.0, QR = 1.0, 46% did not find the conversation
insightful). Butit also led one participant to doubt themselves
about the information they knew (about the production date

ofaTV series).38

5.4.6 Disengagement cues and premature closures

Disengagement cues generated by the LLM, such as “Tunder-
stand” and “That is good to know”, brought the conversation
to a halt, with participants not knowing how to respond in 5

36 Robot reads the lyrics of an English song with a Swedish accent
instead of singing: https://youtu.be/Nv_jadbnAcl.

37 Incorrect weather prediction (obsolete information) by the robot:
https://youtu.be/GCtDgLcrcoO.

38 Incorrect information about the TV series (hallucination) confused
the user: https://youtu.be/8sHknc1mbhM
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of the interactions, up to 4 times in an interaction (M = 0.39,
SD = 0.99), as can be seen in this video excerpt.39 Moreover,
the robot tried to end the conversation prematurely (earlier
than 7min) in 7 interactions, up to 2 times (M = 0.32,
SD = 0.61). The participant either changed the topic to
continue the interaction without intervention, or the exper-
imenter told them they could continue if they wanted to.
This behavior might have led to mostly positive (46%), but
mixed opinions for the engagingness of the conversation
(B.2: Md =3.0, IQR = 1.25).

Topics were less frequently changed in comparison to the
initial study, with several levels of follow-up questions in
most interactions, with the participant changing the topic
61.4% of the time. On average, topics were discussed for
less than a minute (M = 50.1 seconds, SD = 39.3), depend-
ing on the choice of topic, as shown in Fig. 7. Politics was
discussed for the longest period (M = 82.9, SD = 44.5)
as expected, since it is involving talk with several follow-up
questions from the robot and the participant. While the con-
versations around each hobby or interest (separately timed)
were also discussed for a long time (M = 70.1, SD = 51.5)
with follow-up questions, some of them lasted as short as a
single turn or led to other topics, such as family. The longest
conversation (212 s) was on an action request, where the par-
ticipant (P25, male) requested the robot to tell him a story,
with follow-up questions. The topic was changed when a
speech recognition failure occurred (without a turn-taking
error):

— P25: I want you to tell me a story, one folk tale if I
say “Once upon a time”.

— Robot: Certainly. One of my favorite fairy tales is
the one about a magical dragon that lives in the
forest.

— P25: Continue.

— Robot: The dragon had magical powers that gave
him the ability to talk to animals and trees.

— P25: A little more.

— Robot: The animals and trees taught the dragon
about secrets of life and important lessons.

— P25: How did the dragon talk to the tree?

— Robot: The dragon could talk to the tree by cutting
holes in it.

— P25: Aha. Exciting.

— Robot: Yes. He felt the tree’s energy and warm
vibration causing it to open up to him.

— P25: How-did-the-dragon-talkto-the-animals?>(Hur
pratade-draken—-med-djuren?) Have you talked to

the dragon the great? (Hardu prata da draken med
jéttebra?)

3 Disengagement cue leaves the participant puzzled: https://youtu.be/
xOzwxdiuA94.
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Fig.7 Duration of topics discussed with the robot during the participatory design workshops

— Robot: I have actually read about the dragon and
his life stories, but unfortunately I have never had
the chance to meet him.

— P25: No. Do you know Sigurd Fafnis, the child
who killed the dragon?

No particular pattern was observed for disengagement
cues in relation to the topics discussed or their duration.

6 Recommendations for integrating large
language models to conversational robots

Minor technical improvements changed the user experience
drastically. However, these developments were not sufficient
to completely remove the presence of any of the chal-
lenges. To help address the identified challenges further,
building up from the use of a widely accessible robot plat-
form (Furhat) and frequently used components for speech
recognition (Google Cloud Speech-to-Text), language gen-
eration (GPT—3.5), and speech synthesis (Amazon Polly),
and drawing from the challenges encountered in the robot’s
conversations with older adults, we offer generalized rec-

ommendations for integrating LLMs into conversational
robots, also highlighting aspects that are specific to compan-
ion robots for older adults. These recommendations aim to
(1) diminish speech disruptions with advanced turn-taking
approaches, low-latency LLMs, inference strategies, and
speech fillers, (2) diversify response patterns by alternative
LLM:s or repetitiveness mitigation strategies, (3) create richer
and personalized interactions with follow-up questions and
lifelong learning from users, (4) bridge the linguistic gap
with speech recognition algorithms trained for older adults
and multi-lingual approaches, (5) augment the veracity of the
robot by targeting hallucinations, updating facts, and brows-
ing the internet, and (6) keep the conversation flow through
detecting user engagement and proactively adapting the con-
versation.

6.1 Diminish speech disruptions

Both studies contrastively show the importance of turn-
taking in HRI for user experiences, and that the disruptions
in speech can have negative effects on the performance
of LLMs. While gaze aversion and light indication helped
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decrease the interruptions drastically, they still occurred in
most of the conversations. Instead of using speech recog-
nition timeouts that need to be adjusted based on user age,
turn-taking behavior can be improved by using dialogue con-
text (e.g., Ekstedt & Skantze (2020)), speech prosody (e.g.,
Ekstedt & Skantze (2022)), estimating the user’s gaze, ges-
tures, and facial expressions, such as eyebrow movement
and mouth opening (Danner et al., 2021), or a combina-
tion of these features (e.g., Skantze & Irfan, 2025; Johansson
& Skantze, 2015; Shahverdi et al. 2022; Yang et al., 2022)
(Skantze (2021) provides an in-depth review of turn-taking in
HRI and conversational systems) to prevent interrupting the
user, both for improving user experience and speech recog-
nition (Marge et al., 2022).

The long response generation time, which caused unnat-
ural interactions, can be decreased by using a smaller LLM
(with the trade-off of task performance or factuality (Lee
et al.,, 2022)), an LLM with faster inference (e.g., Baby
LLaMa?*0), low-rank adaptatiorl41 (Hu et al., 2022), quan-
tization techniques (see survey by Yao et al. (2023)), through
streaming the LLM response (e.g., for GPT—3.5 or a stream-
ing framework*? (Xiao et al., 2023) on LLMs), making
progressive responses (Wang et al., 2023; Reddy et al., 2023;
Johnston et al., 2023), generating likely responses while the
user responds (Chi et al., 2023), or by using conversation
summaries rather than the full dialogue history (Zhang et al.,
2018) to decrease the prompt length. However, summaries
may result in further hallucinations, which could be detri-
mental to the interaction as well as to the personalization (of
learned facts).

To overcome awkward silences during response genera-
tion, as noted by the participants, fillers, such as “Hmm”
and “Let me think”, can be used (Lala et al., 2019). How-
ever, overuse of them might also lead to the robot being
perceived as repetitive. In addition, to decrease the superfi-
cialness of turns (sequential nature), backchannelling can be
added using both verbal (e.g., “mm hm”, “uh huh”, “yeah”)
and non-verbal cues (e.g., nods, head shakes, facial expres-
sions) (Moujahid et al., 2022), but it is important to do this in
context with the dialogue, otherwise, it may also further dete-
riorate the user experience. Random gaze aversion should not
be made during robot speech or while listening, as noted by
two participants, because keeping eye contact with the user
helps maintain user engagement, augment perceived socia-
bility, and improve the quality of interaction (Kompatsiari et
al., 2021).

40 https://github.com/karpathy/llama2.c
41 https://github.com/microsoft/LoRA.
42 https://github.com/mit-han-lab/streaming-1Im.
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6.2 Diversify response patterns

The increasing use of ChatGPT and other GPT—3.5 models,
in addition to OpenAl prioritizing Plus subscribers in access
to the servers, resulted in frequent response generation fail-
ures, as experienced in both studies, which can be mostly
overcome through multiple response requests. However, this
increases the already long response time. Thus, using an on-
board open-source LLM,*? such as LLaMA (2)** (Touvron
et al., 2023) or its variants (e.g., Alpaca,45 Vicuna,*¢ Stable
Beluga,*’ RedPajama INCITE,*® Open LLaMa*’), Falcon>”
(Penedo et al., 2023), Pythia’! (Biderman et al., 2023),
MPT,>? Mistral,>® Platypus>* (Lee et al., 2023) or other meth-
ods available in HuggingFace,>> might be more suitable to
achieve more reliable response generation. However, most of
these LLMs require high computational power due to their
sizes, which are typically not available on robots, thus, requir-
ing cloud-based solutions, additional hardware, or faster
inference methods, described in Sect. 6.1. Nonetheless, in
the case of response generation failures, the conversation can
be pushed forward by invitation for elaboration (e.g., “Could
you tell me more about that?”), in addition to clarification
requests (e.g., “I don’t think I understood you clearly”) and
backchannelling (e.g., “Hmm hmm?”), but they should be var-
ied and used to a minimum to avoid backlash from the user.
Backchannelling should also be done according to context,
since it might not be appropriate, e.g., when the user asked a
question to the robot.

Large language models tend to be repetitive and can get
stuck in a loop (Zhang et al., 2022), as evidenced in both
studies, resulting in user frustration. The ‘frequency penalty’
parameter in GPT—3.5 can be increased to enforce the model
to produce more varied responses (words). This can be further
accompanied by sampling (Holtzman et al., 2020; Lee et al.,
2022), unlikelihood training (Welleck et al., 2019), best-first
decoding (Meister et al., 2020), or reinforcement learning
from demonstration (Shi et al., 2022) to reduce repetitive

43 Note that these open-source LLMs became available after the exper-
iments described in this work.

4 htps://ai.meta.com/llama/.

45 htps://github.com/tatsu-lab/stanford_alpaca

46 hitps://Imsys.org/blog/2023-03-30-vicuna/.
https://huggingface.co/stabilityai/StableBeluga2.
https://together.ai/blog/redpajama-models-v1.
https://github.com/openlm-research/open_llama
https://falconllm.tii.ae/.

31 https://github.com/EleutherAl/pythia.
https://www.mosaicml.com/blog/mpt-7b.
https://mistral.ai/.
https://platypus-1lm.github.io/.

33 https://huggingface.co/spaces/HuggingFaceH4/
open_llm_leaderboard.
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behavior. To reduce the LLM from getting conditioned on
itself to produce the same response again, prompt initializers
can be used (e.g., “Rephrase the sentence”) if the previously
generated response is repeated outside of user clarification
requests.

6.3 Create Richer and personalized interactions

To decrease the superficialness of conversations and pro-
vide a more natural and engaging interaction, the range of
topics discussed can be varied using the ‘presence penalty’
and ‘temperature’ in GPT—3.5. However, this may lead to
more abrupt changes in topics, instead of smooth transitions
with follow-ups (i.e., exploration vs exploitation trade-off).
Instead, fine-tuning can be applied on datasets with follow-
up questions (Khoo et al., 2023; Reddy et al., 2023) or
based on human feedback (Ouyang et al., 2022; Wang et al.,
2023) to address this issue, however, that might also limit the
model’s goal-directed capabilities. Combining the output of
two or more LLMs for specific purposes can enable this (e.g.,
(Kobza et al., 2023; Shen et al., 2023; Reddy et al., 2023)),
however, this could increase the response latency and require
high computational power, which is typically not available
on robots.

In addition, the persona prompt can be modified to use
more follow-up questions and give a deeper personality (e.g.,
pre-defined preferences, dislikes, memories) to the robot to
improve the believability of the character, instead of start-
ing from ‘scratch’. Moreover, the generated responses can be
combined with hand-crafted dialogues to maintain a coherent
persona (Konrad et al., 2021). The believability can further be
improved by generating appropriate emotions for the agent
through large language models (Mishra et al., 2023), in addi-
tion to detecting the user’s emotions to adapt the conversation
accordingly (Irfan et al., 2020). Emotions can also be used
as unsupervised reinforcement learning from human feed-
back (RLHF) signals for task performance (Lin et al., 2020),
such that frustration in a conversation topic or phrase can be
avoided in future interactions.

To generate deeper conversations that rely on shared his-
tory with the user, their preferences, dislikes, and daily
activities, the robot should learn from the user, as noted
by the participants in the first study. While in our current
work, we stored the learned facts in a knowledge-base, over
long-term interactions, this is not scalable, as prompts based
on an ever-growing database would be too long. In addi-
tion, using a retrieval-based method and a database to update
the results of LLMs with new data can result in hallucina-
tions (Zhang & Choi, 2021). One option is to retrain models
with new information, however, this would be computation-
ally inefficient with vast amounts of data, in addition to
resulting in ‘catastrophic forgetting” of previously learned
information (McCloskey & Cohen, 1989; Irfan et al., 2021).

‘Lifelong (or continual) learning’ (Parisi et al., 2019) aims
to address this problem by continually learning (the parame-
ters of the model) over time to accommodate new knowledge
(i.e., plasticity) while retaining previously learned informa-
tion (i.e., stability). Within these methods, combining LL.Ms
with ‘parameter-expansion’ methods offers the best balance
of stability and plasticity (Jang et al., 2022). In comparison to
‘(reinforcement) learning from human feedback’ approaches
for LLMs (Ziegler et al., 2020; Hancock et al., 2019; Xu et al.,
2022; Wang et al., 2023; Casper et al., 2023), lifelong learn-
ing does not require explicit feedback, which can be used
to acquire new knowledge from conversations and update
previously learned information. Lifelong learning can help
personalize the interactions, which, in turn, can help miti-
gate the negative user experiences that may arise due to poor
performance in dialogue (Irfan et al., 2020), in addition to
improving user engagement (Oertel et al., 2020), acceptabil-
ity, and trust (Whelan et al., 2018). Despite its benefits in
enabling learning and adaptation, only a few studies have
incorporated lifelong learning into LLMs (Jin et al., 2022;
Qin et al., 2022; Jang et al., 2022; Scialom et al., 2022;
Cahyawijaya et al., 2023; Wang et al., 2023; Xiang et al.,
2023; Ke et al., 2023; Yue et al., 2023; Luo et al., 2023; Raz-
daibiedina et al., 2023; Gupta et al., 2023), with open-domain
dialogue yet to be explored.

Over long-term deployments in real-world environments
(e.g., homes, or senior care centers), it is important to have
full autonomy, such that the user can start the interaction
without the need for a wizarded system. For a personal-
ized companion robot, this requires detecting new users and
incrementally learning them for user recognition to prevent
sharing the information learned about the user with others,
hence, an ‘open world’ user recognition algorithm, such as
the Multi-modal Incremental Bayesian Network (Irfan et al.,
2021), can be used.

For personalizing daily interactions through recommen-
dations based on dialogue history, retrieval and memory-
augmented models (e.g., (Xu et al., 2022)), ‘in-context
learning’ (Dong et al., 2023) and ‘chain of thought’ (Wei
etal., 2023; Wang et al., 2023) (i.e., dividing the prompt into
steps) reasoning or planning (Wang & Lim, 2023) can be
used. Chen et al. (2023) provide a comprehensive survey on
LLMs for personalization.

With personalization, the privacy of the interaction should
be considered with utmost importance, as indicated by the
older adults in our studies. Since current offline LLMs require
vast computing power, it is challenging to deploy them on
robots, but online models, as we did in our studies, risk the
privacy of the individual. While the first interaction with
a robot, as evidenced in our results, is mostly superficial,
deeper conversations can be achieved over long-term inter-
actions, in which users can talk about sensitive topics (Irfan
& Skantze, 2025). The risks, trade-offs, and possible solu-
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tions to achieve privacy are discussed in depth in the works
by Bommasani et al. (2022), Weidinger et al. (2021), and
Zhang et al. (2023), which should be considered in parallel
to the challenges highlighted in this work, while developing
conversational robots with LLMs, especially for older adults
who may be unaware of these risks.

6.4 Bridge the linguistic gap

While speech recognition failures were low in both studies,
their rare presence led to abrupt disruptions in the conver-
sation flow. Since older adult speech contains pauses and
hesitancy, and is slower than younger adult speech, it is
challenging to obtain good performance in speech recogni-
tion. One way to address this is to evaluate different speech
recognition algorithms with older adult speech to choose the
algorithm that works the best, such as Microsoft Azure or
Whisper JAX,>® which optimizes Whisper for speed that can
enable real-time transcription of the user utterances. Werner
et al. (2019) compare speech recognition algorithms trained
on older adults’ speech. Moreover, parsing can be used on
speech recognition outputs (e.g., from Google Cloud) to add
punctuation marks, to overcome disambiguities in speech for
the LLM, especially for long responses.

In addition, foreign language exposure in daily life affects
the proficiency of a second language (Bonfieni et al., 2019),
which may be lower in later stages of life, thus, increasing
the level of complexity in interacting with the robot, which
was evident in the feedback from the older adults in the first
study. Thus, it is important to adapt to the native language
of the user. However, for multi-lingual households, learning
a second language, or for foreign visitors, a multi-lingual
LLM, in combination with multi-lingual speech recogni-
tion and generation, would allow changing the conversation
language when the user response (prompt) is in a different
language, thus, improving the capabilities of the robot and
the user perceptions. However, allowing multiple languages
to be transcribed may result in further interaction failures,
especially due to overlapping words in different languages
that may mean different things.

6.5 Augment the veracity

Disinformation can be risky for everyone, but it is especially
true for older adults who trust robots in health-related issues
(Giorgi et al., 2023). For instance, if the user asks for advice
on medicine, and the LLM produces a wrong answer, the
consequences can be critical. Thus, it is important to ensure
that correct information is provided by LLMs. One approach
is to prevent response generation in sensitive or unsafe top-
ics with filtering (Weidinger et al., 2021; Xu et al., 2021;
Reddy et al., 2023; Kobza et al., 2023). The hallucinations in

56 https://huggingface.co/spaces/sanchit- gandhi/whisper-jax.
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the model can also be mitigated by evaluating uncertainty in
responses (e.g., Xiao et al. (2021)), reasoning for knowledge
Adolphs et al. (2021), augmenting LLMs with a memory
(e.g., Madaanetal. (2023)), or applying attention mechanism
(e.g., Wu et al. (2021); Leng et al. (2023)), regularization
(e.g., Lee et al. (2019)), or retrieval-based methods (e.g.,
Dziri et al. (2021)). Ji et al. (2023) provide a detailed sur-
vey on hallucinations in LLMs with further suggestions. It is
also important to recover from safety failures in conversation
when they happen, such as through fine-tuning on dialogues
with such recoveries (Ung et al., 2022).

In addition, due to their training data cut-off dates, LLMs
contain obsolete information, which was present in the
interactions in the second study, that can be addressed by
fact-checking in knowledge bases (Gupta et al., 2022). As
suggested in Sect. 6.3, lifelong learning can be applied to
update the information over time. However, this is a slip-
pery slope, as adversarial users can teach the robot incorrect
facts or behavior styles, as was the case of Microsoft’s Tay
(Davis, 2016), which learned from users and became offen-
sive within 16 h of its launch and had to be shut down. Hence,
itis important to include strategies that can overcome these to
maintain factual accuracy and the intended persona, which Ju
etal. (2022) compare in detail in their work. Facts can be also
extracted from the internet (such as weather) with LLMs that
have browsing capabilities (e.g., AutoGPT,>” Google Bard,®
GPT-4,”° BlenderBot3 (Shuster et al., 2022)) or through tool
use (e.g., LangChain®) in combination with accuracy check-
ing. Fine-tuning can be used to decide when to search the
internet, generate a corresponding query, and incorporate the
response into the dialogue (Shuster et al., 2022).

6.6 Keep the conversation flow

Our work aims to design a personal companion robot that
decreases loneliness in older adults and supports them in their
daily lives. If a robot tries to end a conversation in a short
duration, this could further deepen their feelings of loneli-
ness. Similarly, for chatbots or other conversational robots,
it is important to keep the user engaged in the conversation
to provide effective social support. One possible solution is
to detect engagement or enjoyment in the conversation in
both the user’s and agent’s responses (Irfan et al., 2024b;
Janssens et al., 2025; Pereira et al., 2024), as well as through
gaze and other non-verbal or contextual information. Oertel
et al. (2020) provide an extensive survey on user engagement
in HRI, and Johnston et al. (2023) refer to engagement detec-
tion methods for LLMs. Upon detection of disengagement,

37 https://github.com/Significant-Gravitas/ Auto-GPT.
38 hitps://bard.google.com/.
39 https://chat.openai.com/.

60" https://www.langchain.com/
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proactive prompts can be used to change the topic (Wang
et al., 2023), personalize the conversation topic according to
user preferences and shared history (Shen et al., 2023; Wang
et al., 2023; Konrad et al., 2021; Kobza et al., 2023), ask the
user what they would like to talk about, or make the current
topic more engaging (Irvine et al., 2023; Fan et al., 2023) by
avoiding generic small talk (Wang et al., 2023) to encourage
continuation in the conversation.

7 Limitations and future work

This work identified the challenges of applying LLMs
to conversational companion robots for open-domain dia-
logue with older adults, as frequent interruptions and slow
responses, repetitive responses, superficial conversations,
language barriers, hallucinations and obsolete information,
and disengagement cues. These challenges are by no means
an exhaustive list, but aim to provide initial insights for devel-
oping companion robots with LLMs that can be part of the
everyday lives of older adults. They also show the complexity
of multi-modal interactions, in comparison to the text-based
interactions that LLMs are typically evaluated on, especially
for a population that is not familiar with the current state of
the technology.

The LLM (GPT—3.5) and the robot (Furhat) used in this
work, in addition to the technical design decisions made,
have led to the identification of dialogue disruptions that
negatively affected older adults’ experiences with compan-
ion robots. However, the identified challenges may or may
not replicate in other LLMs or robots, depending on their
open-domain dialogue capabilities, modalities used, and the
additional libraries that can address these challenges.

Moreover, as previously described, in both studies, only
a few participants (2 in the first study, 5 in the second) had
previously interacted with a robot, with 2 participants talk-
ing to a wizarded robot prior to the first study, and only 1
participant talking to an (unknown) robot prior to the second
study. Hence, this was the participants’ first interaction with
a (social) robot in the majority of the cases, leading to the
‘novelty effect’ (Kahn et al., 2004; Smedegaard , 2019) (i.e.,
users’ perceptions and behaviors are affected by the nov-
elty of the technology). Nonetheless, their perceptions might
have also been affected by their prior experience with spoken
dialogue systems (e.g., Alexa, Siri, Google Assistant).

Talking to a robot as part of an experiment rather than
having the robot ‘in the wild’ (e.g., at home or a senior care
center) may lead to changes in the behavior due to being
observed (Irfan et al., 2018) and create an artificial context
within conversations, preventing to unlock the full range of
topics in open-domain conversation and corresponding chal-
lenges that can arise in conversations with a companion robot
over long-term interactions (Skantze & Dogru6z, 2023). The

topics discussed and user perceptions might have further
been influenced by the ‘priming effect’ (Segaert, 2020) based
on the discussions around the design scenarios prior to the
robot interaction in the second study. Swedish culture might
have also influenced these factors (Marion, 2017; Haring et
al., 2014). In addition, the participants in both studies had
volunteered (with only a small compensation offered in the
second study), which indicates an interest in robots (i.e., ‘par-
ticipation bias’) (Irfan et al., 2018) and may not reflect the
views of the general population of older adults. Moreover, our
findings were derived from the user experiences of healthy
older adults aged 66 to 86 years, which may not necessarily
extend to more senior adults or individuals with cognitive
impairments. Nonetheless, these studies aimed to identify
the primary obstacles that may arise in conversations and
overcome them, in addition to understanding the needs, pref-
erences, and expectations of older adults through iterative
participatory design, prior to exposing them to new technol-
ogy in their homes or senior care centers to avoid backlash
with fear, annoyance, or reluctance to use robots.

Our findings showed that LLMs when applied in a
zero-shot fashion are not yet ready to be deployed on con-
versational robots, and require additional components, as
highlighted in Sect. 6, to provide an acceptable user experi-
ence for older adults. When these developments are applied
and confirmed to be sufficient with minimal or zero errors in
interactions, iterative participatory design with older adults
can be continued. In that case, comparing the robot to a
human and Wizard of Oz with restricted perception (e.g.,
robot camera and microphone feed) as baselines would
allow evaluating whether enhanced LLMs can provide a
user experience as good as humans, and what are the addi-
tional challenges in achieving that, which we intend to do in
future work. However, it is important to consider that humans
interact differently with robots than with humans (Fischer ,
2011; Reimann et al., 2023), and humans will understand
the situation to respond correctly even with restricted per-
ception (Ambady & Rosenthal, 1992), which is not possible
to achieve with robots in the current state of technology
(Riek, 2012). Nonetheless, when the robot is sufficiently
well-perceived in comparison to humans, we intend to deploy
it for a real-world long-term study in older adults’ homes,
which can overcome the unnaturalness of conversations and
perhaps show deeper challenges to address.

While the challenges and the corresponding recommen-
dations presented here for applying LLMs to conversational
robots are based on the interactions with older adults, they
may also hold for socially assistive robots or companion
robots with other populations, as well as general-purpose
robots, chatbots, and other spoken dialogue systems, in other
words, wherever an open-domain conversation may take
place.
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Appendix A: Hyperparameters of GPT—3.5

Table 4 Hyperparameters of

GPT—3.5 used in both studies. Hyperparameter Value Range
Temperature 0.9 [0,1]
Maximum length 50! [1,4000]
Top P 1.0 [0,1]
Frequency Penalty 0.52 [0,2]
Presence penalty 0.6 [0,2]
Stop words Person:, Furhat:
Best of 1 [1,20]

! The maximum length for tokens was decreased (default value 150) to generate shorter responses to keep
the conversation flowing and engage the user
2 The frequency penalty was increased (default value 0) to decrease the model’s likelihood to repeat the same
responses. Because the users may ask the robot to repeat its responses (e.g., when they don’t hear it well),
this value was only increased to 0.5
The default values from the OpenAl Playground for Chat preset were used, except for the maximum length
and frequency penalty (see footnotes)

Appendix B: Qualitative codebook

Table 5 Dialogue disruption codes for the qualitative analysis of robot interactions

Method Code Explanation
Deductive Speech detection error Robot did not hear the participant
Speech recognition failure Robot misunderstands what the person said
Empty response Robot does not reply (empty response from GPT—3.5). The red
light goes on and off, but the robot does not say anything
Repetitive response Robot repeats itself several times
Turn-taking Error Robot interrupts the participant or vice versa
Malfunction Robot gets stuck in a response or has a system failure
Asking for help Participant turns to the experimenter to ask for help
Experimenter interference Experimenter either talks with the participant to respond to their
help request, or restarts the robot
Inductive Hallucinations and Obsolete Information Robot says incorrect (e.g., suggesting a non-existing restaurant) or

Disengagement Cue

Prematurely ending conversation
Other

out-of-date facts (e.g., incorrectly predicted current weather)

Robot replies in a way that brings the conversation to a halt, such
as “T understand”, “That is good to know”

Robot tries to end the conversation early

Unclassified events, such as robot mistaking the date, using
made-up words (combination of English/Swedish), or avoiding
answering a question and repeating it
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Table 6 Topic codes for the qualitative analysis of robot interactions

Category Code

Explanation (Talking about...)

Informal/Superficial Talk Getting to Know Someone

Hobbies and interests

Food
Travel
Residence

Technology

Language

Occupation

Retirement

Memories

Family

Friends

Pets

Small Talk

Weather

Health

Current Events Talk

News

Recapping the Day’s Events

Daily Activities

Plans for the Day
Involving Talk Serious Conversation
Politics
Complaining
Complaining
Making Up
Apology

Conflict
Disagreement
Relationships
Relationships
Goal-directed Talk Giving and Getting Instructions

Information Request

Action Request
Decision-making Conversation

Advice Seeking

Making Plans
Plans with Robot

Hobbies (e.g., sports, music, literature, outdoor activities) or topics
that interest the user

Recipes, likes or dislikes about food, cooking
Locations participant visited, or would like to visit
Where participant lives, or born in

Asking about robot capabilities to get to know it or discusses broader
topics about technology and Al

Asking or talking about languages

Job-related skills and activities
Retirement-related activities or perceptions
Childhood memories, or memories from the past
Family members and activities with them
Friends and activities with them

Pets and activities with them

Weather of the day or weather of Sweden/other countries in general

Health-related conversation (e.g., health status, doctor appointment)

Local or international news

Activities on the day before talking to the robot

Activities planned after the robot interaction

Local or international politics, either current or in the past

Complaining about the robot’s behavior or feature

Apology from the person or robot about their action or utterance in the
conversation

Disagreement with the information provided by the robot

Relationship with the robot or others (except for family and friends)

Asking for information (e.g., restaurant, cinema, transportation, TV
program, recipe request, weather)

Asking to do an action (e.g., booking a restaurant, tell a story)

Asking to provide opinions on a subject (e.g., recommendation for a
decision, activities for the weekend, travel)

Invitation to the robot or make future plans with it
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Appendix C: Study materials

Table 7 Questions used in the pre-interaction interview in the first study. Questions were adapted based on the scales in Heerink et al. (2010);
Graaf et al. (2019). Questions were formulated in a semi-structured fashion with “Why/How/What?”. Original questions were in Swedish

Construct Question

Usefulness Do you think the robot could help you reduce the experience of loneliness?

Enjoyment Do you think the robot can make social conversation and support easier/interesting?

Sociability Consider having a conversation with a robot about everyday things. Do you think a robot could be a nice

Privacy concern

conversation partner?
Do you feel worried about your privacy with the robot?

Would you like the robot to remember your conversation?

Table 8 Questions used in the post-interaction interview in the first study.

Construct

Question

Comprehension

Contextual Memory

Usefulness

Ease of Use

Enjoyment

Sociability

Social Presence

Adaptiveness

Social Influence

Did you feel that Furhat could understand and hear you?®
Would you like Furhat to remember your conversation?
What aspects would you like Furhat to remember?

If Furhat could remember your conversation, do you think it would be easier to have a conversation with
Furhat?

What would you like to talk about with Furhat every day?

What kind of conversation would you not like to have?

Would you like to talk to Furhat about just one or two topics, or more?

What social conversation would you most like to have without the help of Furhat?
Do you think Furhat could help you reduce the experience of loneliness?®

In what kind of social conversation do you think Furhat can be helpful?

What was the most important benefit for you from talking to Furhat?

Was it easy to understand how to talk to Furhat?®

Do you think you can use Furhat without any help?®

What was your first impression of Furhat in social conversation and support?

Do you think the robot can make social conversation and support easier/interesting?
What did you like most about your conversation with Furhat?

Was there anything you did not like about the conversation?

How did it feel to have a conversation with Furhat?

Do you consider Furhat a nice conversation partner?®

Do you think Furhat can give you similar social conversation and support as your friends?®
Do you feel that it would be possible to form a relationship with Furhat?

Did you feel that Furhat was a real person talking?®

Did you feel that Furhat was looking at you?

Do you consider Furhat as a living being?®

Do you think that Furhat can help you when you consider it necessary? Or do you think it will help even
when it is not requested?®

Did you feel that Furhat could adapt to your interests and needs in the conversation?

Did you feel that Furhat was a personal robot?

What kind of social conversation would give you a personal robot experience?

If Furhat could adapt to your interests, what kind of new conversations would you like to have with it?
Do you think your family and friends would want you to use Furhat?

Do you think it would give a good impression of you to your family and friends if you were to use Furhat?

Do you think your family would find Furhat fascinating or boring?
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Table 8 continued

Construct Question

Do you think you, or any other friend or family member, would find Furhat pleasant to hang out with?
Would you like to use Furhat alone or together with friend(s) or family member(s)?
Trust Do you think you can trust Furhat?®
What kind of conversation with Furhat can give you a sense of security?
Would you follow the advice that Furhat gives you?
Security Do you feel that Furhat is safe to use in your own home?
Privacy Concern Are you worried about using Furhat in your own home?
Do you feel worried about your privacy when you talk to Furhat?®
Anxiety toward Can Furhat contribute to isolation and less human contact?®
Robots Were you worried about what to say to Furhat or how to talk to it?®
Do you find Furhat scary?®
Would you be afraid of making mistakes with Furhat?
Would you be afraid of accidentally breaking Furhat?
Is there something in Furhat that you are worried about?
Attitude towards Do you think it is a good idea to use Furhat in social conversation?®
Technology Do you think it would be a good idea to use Furhat in senior housing?

What differences would there be between having Furhat in the home or in a senior care housing?

Questions were adapted based on the common questionnaires in HRI (Heerink et al., 2010; Weiss et al., 2009; Nomura et al., 2006; Graaf et al.,
2019). Questions were formulated in a semi-structured fashion with “Why/How/What?”. Items marked with © were used for the questionnaire in
Table 9. Original questions were in Swedish

Table 9 Post-interaction questionnaire (A-C factors) in the participatory design workshop.

Construct Order  Question Md IQR
Comprehension A.14%  Linda could understand and hear me 4 1
Clarity A8* It was easy to understand Linda 4 1
Turn-taking (Borsci et al., 2022) A.15%  Linda could understand when I wanted to start the conversation 4 1
A.16%  Linda did not interrupt me 4 2
B.9*$ Linda was slow to respond 3 2
Engagingness (Zhang et al., 2018; Borsci et al., B.2 Linda was engaging in the conversation 3 1.25
2022; Shuster et al., 2022)
Consistency (Zhang et al., 2018; Shuster et al., 2022) B.3 Linda responds in a consistent manner 4 1
Fluency (Zhang et al., 2018) B.6 The conversation with Linda was fluent 3 1
Credibility (Borsci et al., 2022; Shuster et al., 2022) B.17 Linda answered correctly 3.5 1
Use of Knowledge (Shuster et al., 2022) B.5* The conversation with Linda was insightful 3 1
Contextual Memory (Borsci et al., 2022) B.15* Linda could remember what I told him earlier 3 1
B.16*  Linda could respond to what I told him earlier 3 1
Usefulness (Heerink et al., 2010) A3* Linda can help me reduce the experience of loneliness 3 2
Ease of Use (Heerink et al., 2010) A.9* It was easy to understand how to talk to Linda 4 1
A.10* It was easy to start and continue conversations with Linda 4 1
without any help
Enjoyment (Lee et al., 2006; Heerink et al., 2010; lio  B.1 It was fun talking to Linda 4 1
et al., 2020)
B4 The conversation with Linda was interesting 3 1.25
B.7*% It felt strange talking to Linda 3 2
B.8 I was satisfied with my conversation with Linda 3 1
Emotion(al Influence) (Weiss et al. 2009) B.11*  Linda made me feel happy 1 2
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Table 9 continued

Construct Order  Question Md IQR
B.12%  Linda made me feel sad 1 1.25
Sociability (Heerink et al., 2010) Al Linda was a pleasant conversation partner 3 1.25
A4 Conversations with Linda were similar to conversations with 2 1
my friends or family members
A5* Linda can give me similar social conversation and support as 2 1.25
my friends
B.13* Linda could understand what I need 2 2
B.14* Linda could understand my feelings 2 2
Social Presence (Heerink et al., 2010) A.17 Linda felt like a real person 3.5 1
Personality (Zhang et al., 2018; Borsci et al., 2022) B.10 Linda had a personality 2 2
Adaptiveness (Heerink et al., 2010) A.12 Linda can help me when I consider it necessary 3 1.5
A.13*}  Linda will give me unnecessary advice 3 1
Trust (Heerink et al., 2010) A.11*  Tcan trust Linda 3 0.5
Security (Weiss et al., 2009) A.6* It would be safe to use Linda in my own home 3 1.25
Privacy Concern cat I am concerned about integrity with Linda 3 2.5
(Malhotra et al., 2004; Graaf et al., 2019) C.2* I am worried about the data collection with Linda 4 2.25
c3t I am worried that Linda might be recording me when I am not 3 3
aware
C.4* I feel safer if I know how Linda uses and collects the data 4 1
C.7 I feel anxious about having to speak out about private 2 1.25
information with Linda
cot I would not want Linda to remember my conversation 2 2
Anxiety toward C5* I am worried that Linda will lead to less human contact 2 1.25
Robots (Nomura et al., 2006; Syrdal et al., 2009; C.6 I am worried that Linda won’t understand or hear what I am 2 1.25
Heerink et al., 2010) saying
C.8 I am worried about what to say and/or how to talk to Linda 2 2
C.10*  Ithink Linda was terrifying 1 1
C.11* I am worried about becoming too dependent on Linda 1 1
C.12* I would feel uncomfortable if Linda shows emotions 3 2
C.13 I am worried about not being able to understand Linda 2 1
C.14 I am worried that Linda may talk about unnecessary things 2 2
Attitude towards A2% It is a good idea to use Linda in social conversation 4 1.25
Technology (Heerink et al., 2010)
Intention to Use (Heerink et al. 2010) AT* I would like to use Linda in my own home 2 2

Questions are presented per construct for readability. The original order is given in the second column. T items are created and * items are adapted
for the study based on the scale. ¥ items are reverse-coded for constructs. Likert scale is 1 to 5 (Strongly Disagree to Strongly Agree). Original

questionnaire was in Swedish

Table 10 Post-interaction

i M IQOR
questionnaire (D factor) in the Construct Question d 0
participatory design workshop Anthropomorphism Fake - Natural 2 1.5
based on Godspeed (Bartneck et L .
al., 2009). Machinelike - Humanlike 2 2.5
Unconscious - Conscious 3 1
Artificial - Lifelike 2 2
Moving rigidly - Moving elegantly 2 1
Animacy Dead - Alive 2 1
Stagnant - Lively 2 1
Mechanical - Organic 2 1
Inert - Interactive 2.5 1
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Table 10 continued

Construct Question Md IQR
Apathetic - Responsive 3 1

Likeability Dislike - Like 3 1
Unfriendly - Friendly 4 1
Unkind - Kind 4 1
Unpleasant - Pleasant 4 1
Awful - Nice 4 1

Perceived Intelligence Incompetent - Competent 3 1
Ignorant - Knowledgeable 3 1
Irresponsible - Responsible 3 0
Unintelligent - Intelligent 3 1.75
Foolish - Sensible 3 1

Likert scale is 1 to 5. Items were in Swedish (Thunberg et al., 2017)
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