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ABSTRACT
While it has been established that expression perception is rapid, it is unclear whether
early appraisal mechanisms invoke holistic perception. In the current study, we
defined gist perception as the appraisal of a stimulus within a single glance
(<125 ms). We employed the expression composite task used previously by Tanaka
and colleagues in a 2012 study, with several critical modifications: (i) we developed
stimuli that eliminated contrast artifacts, (ii) we employed a masking technique to
abolish low-level cues, and (iii) all the face stimuli were composite stimuli compared
to mix of natural and composite stimuli previously used. Participants were shown a
congruent (e.g. top: angry/ bottom: angry) or incongruent (e.g. top: angry/ bottom:
happy) expression for 17, 50 or 250 ms and instructed to selectively attend to the
cued expression depicted in the top (or bottom) half of the composite face and
ignore the uncued portion. Compared to the isolated condition, a facilitation effect
was found for congruent angry expressions, as well as an interference effect for
incongruent happy and angry expressions at the shortest exposure duration of 17.
Together these results provide evidence that the holistic gist perception of
expression cannot be overridden by selective attention.
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The perception of expression in faces is integral to
emotional communication (Frith, 2009). Despite the
rapid and transitory nature of facial emotions, people
are able to detect and recognise expressions in
exposure durations as brief as 10 ms (Sweeny et al.,
2013). To facilitate their speeded recognition, it has
been speculated that facial expressions are perceived
holistically, where the separate components of a facial
emotion (e.g. furled brow, clinched teeth) are com-
bined into a unified perception of emotion (e.g.
anger) (Calder et al., 2000; Calder & Jansen, 2005;
Tanaka et al., 2012). According to a holistic view of
expression perception, it is difficult to attend to a
local feature of a facial emotion (furled brow) while
ignoring information (clinched teeth) in other face
areas. While face expressions have key regions on
which the viewer primarily focuses to “diagnose” their
valence (e.g. smiling mouth for happy, furled brow for
angry; Smith et al., 2005), there is evidence viewpoint-
invariant gaze patterns in facial expression appraisal,

demonstrating that holistic mechanisms are present
at early perceptual stages (Guo & Shaw, 2015). Further-
more, neurophysiology studies demonstrate that
expression encoding is associated with right-lateralised
N`170 activity, typically associated with configural, i.e.
holistic, processing of faces (Calvo & Beltrán, 2014).

The composite face paradigm has been developed
to test the holistic recognition of facial identity
(Young et al., 1987). In the original version, a composite
face is created by combining the top and bottom
halves of two different identities to form a new compo-
site identity. Participants are shown the composite face
and asked to identify the identity in either cued top or
bottom half while ignoring the identity in the uncued
half. The key finding was that participants were less
accurate and slower identifying the cued half of the
face when top and bottoms were aligned. The poor
performance in the aligned condition was attributed
to holistic interference caused by the to-be-ignored
face half disrupting perception of the attended half.
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Critically, when the top and bottom halves were misa-
ligned or if the composite face was inverted, the holistic
interference effect is greatly reduced or abolished
(Young et al., 1987). The composite face task has
been adapted to test the holistic processing of facial
expressions. In the composite expression task, the top
half of one facial emotion (e.g. angry) is fused with
the bottom half of another emotion (e.g. happy) to
form an incongruent expression. Participants are
instructed to identify the expression in the cued half
(or bottom half) and to ignore the expression in the
uncued half. In studies employing this paradigm, the
key finding was that the recognition of the cued
portion was slower and less accurately recognised in
an incongruent expression, indicating that the recog-
nition of facial expressions involves the integration
into a holistic percept (Calder et al., 2000; Tanaka
et al., 2012; Tobin et al., 2016). Importantly, the compo-
site effect is disrupted when the top and bottom face
halves are misaligned, or when the expression is
inverted (Calder et al., 2000; Calder & Jansen, 2005;
Tanaka et al., 2012). These findings provide compelling
evidence that the recognition of facial expressions, like
the recognition of facial identities, involves holistic pro-
cessing cannot be easily overridden by selective
attention.

How fast is holistic expression recognition? Tanaka
et al. (2012) demonstrated that exposure durations of
20, 60, 100 and 120 ms was enough time to produce
congruency effects in the composite paradigm
where congruent expressions (e.g. attend top: angry/
ignore bottom: angry) were more accurately identified
than the incongruent expressions (e.g. attend top:
angry/ ignore bottom: happy). Given that it takes
humans at least 120 ms to execute a visual saccade
(Kirchner & Thorpe, 2006 Schiller & Kendall, 2004), it
can be assumed that in the Tanaka et al. study,
whole face expression processing occurred within
the time of a single fixation and has been referred to
as holistic gist (Liu & Tanaka, 2019). Whereas previous
research found the evidence of holistic gist for the rec-
ognition of facial identity (Liu & Tanaka, 2019), Tanaka
et al. (2012) found evidence that holistic gist was
implicated in the recognition of facial emotion.

Although Tanaka et al. (2012) reported evidence for
holistic gist recognition of facial expressions, meth-
odological limitations of their study bring their
findings into question. First, the researchers employed
a general Gaussian mask in their procedure to disrupt
visual system processing following expression presen-
tation in order to determine the effect of exposure

duration on expression appraisal. However, more
recent evidence shows that Gaussian masking does
not disrupt the visual system; therefore, the effect of
exposure duration is confounded by potential
ongoing visual processing following stimulus presen-
tation (Étienne et al., 2017). Hence, it is important to
replicate the findings of Tanaka et al. (2012) using a
masking procedure that will more effectively disrupt
the low-level processes of the visual system.

Second, Tanaka et al. (2012) employed open-
mouth, teeth-baring expressions in their study. The
visibility of teeth creates an attention bias in happy
or angry target faces (Hortsmann et al., 2012), which
may have significantly impacted trials where open-
mouth expressions were featured. In contrast, using
closed mouth expressions eliminates low-level con-
trast information that is present between the mouth
and teeth, and reduces the likelihood of non-holistic
processing being implemented.

Third, stimuli used by Tanaka et al. (2012) were a
mix of composite and natural expressions. That is,
incongruent and neutral trials were created by com-
bining the top and bottom halves of different facial
expressions, whereas for congruent trials natural face
expressions were used. This could introduce an impor-
tant confound, specifically that perception of the
unnatural, or composite faces, may inherently be
more challenging regardless of whether the
expression in the top or bottom half match. Thus a
replication study employing closed-mouth, truly com-
posite stimuli, is necessary to ensure that the findings
reported by Tanaka et al. (2012) are not influenced by
these potential confounding factors.

Finally, gist perception is defined by face proces-
sing that occurs within a single fixation. With this in
mind, the cuing procedure should ensure that partici-
pant gaze is in the right location prior to stimulus pres-
entation. Tanaka et al. (2012) employed a central
fixation cross, which would require participants to
saccade at least once in order to fix their gaze to the
correct location on the screen.

Based on the previous findings (Tanaka et al., 2012),
we made two predictions. First, applying a more strin-
gent procedure, we expected to replicate the main
results of Tanaka et al. (2012) in which we would
find evidence of a general effect of holistic interfer-
ence where information of the unattended half of
the expression would impair recognition of the
attended half of the expression. Second, we expected
to find the evidence of holistic gist, wherein partici-
pants would show the effects of interference and
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congruency even at the shortest exposure duration of
17 ms.

Method

Participants

Sixty-one undergraduate students at the University of
Victoria (10 men; Mage= 21.30 years, SD = 2.65) with
normal or corrected-to-normal vision participated in
this experiment for course credit. 10 participants
were left-handed.

Materials

The stimuli set were four constructed female identities
which were modified images from the NimStim Face
Set database (Tottenham et al., 2009). In contrast to
the Tanaka et al. (2012) study, which simply combined
different expressions from the same identity, the
stimuli used in the current study were truly composite
in that the features in a given face were each taken
from a separate identity. The same template face
was used for all four composite faces to retain uni-
formity in hair and face shape across identities. To
ensure the stimuli were of high quality, a pilot group
of 15 participants were asked to judge the facial
expressions in the happy and angry condition for
each identity; accuracy was at or above 85% in each
case. Participants were also asked to rate the intensity
of the expressions on a scale of 1–5 (1 for no
expression, 5 for highest intensity). On average,
happy expressions were given a rating of 2.96/5,
while angry expressions were given a rating of 3.42/5.

Each identity had seven face conditions that com-
bined happy and angry expressions in the top or
bottom half of a face with another face half: congruent
(e.g. happy top + happy bottom), incongruent (e.g.
angry top + happy bottom), neutral (e.g. neutral top
+ happy bottom) and isolated (e.g. no top + happy
bottom). As expressions tend to vary in the weight
given to each feature of the face (Smith et al., 2005),
expression combinations with diagnostic features
present (DFP), and diagnostic features absent (DFA),
were possible in the stimuli set: Happy is a “bottom”
emotion, and thus trials including the smiling mouth
were classified as DFP. Similarly, angry is a “top”
expression, therefore trials including angry eyes were
classified as DFP (Calvo & Beltrán, 2014). Examples of
DFP stimuli are shown in Figure 1(A). In contrast,
stimuli with neither diagnostic feature present (i.e.

no angry eyes and/or smiling mouth) were classified
as DFA.

Design

Replicating the experimental design used by Tanaka
et al. (2012), a within-subjects design was used with
the factors of condition (congruent, incongruent, iso-
lated, neutral), expression (happy, angry) and
exposure duration (17, 50, 250 ms). Stimuli were separ-
ated into two blocks, where participants were asked to
attend solely to the bottom half of the face in one
block and the top half of the face in the other. The
block, and thus target region, order was randomised
across participants. Each block contained 96 trials,
for a total of 192 unique trials. The blocks were
repeated twice, giving 384 trials per participant.
Because we were interested in how the selective
attention to a given expression is influenced by the
unattended information in the rest of the face, only
DFP expression trials were analysed. Further, neutral
expressions can convey distinct information and are
therefore not an effective control condition (Suess
et al., 2015). DFA and neutral trial types were seen as
catch trials and not included in the statistical analyses.
Thus 144 trials in total were analysed for each partici-
pant (with 72 of those trials being unique).

Procedure

The participant sat in a darkened room at approxi-
mately 60 cm from a 15-inch LG Flatron F700P
monitor on which the faces were presented by a PC
computer and MATLAB software. Participants were
asked to label the expression shown in the target
top or bottom half of the face. Trials were blocked
by top and bottom cued faces. At the beginning of a
block, participants were told which half of the face
to attend to for the remainder of the block.

In a given trial, participants were shown a fixation
arrow for 500 ms which directed participant gaze to
the relevant half of the screen and ensure judgments
were made within a single fixation. The face stimulus
was presented for 17, 100 or 250 ms. A diffeomorphic
mask was then presented for 500 ms (Stojanoski &
Cusack, 2014). The diffeomorphic mask is superior
compared to the traditional Gaussian noise mask
(used in Tanaka et al., 2012) in disrupting the percep-
tion of high-level visual details, while preserving low-
level properties.
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Following the masking, a response screen was
shown for 5000 ms, or until a response was given. Par-
ticipants responded on a standard QWERTY keyboard
by pressing either the “J” key for angry, or the “f” key
for happy. The trial procedure is demonstrated in
Figure 1(B).

Statistical analyses

All analyses were performed using R, version 3.5.1. A
within-subjects ANOVA (package ez, version 4.4.0;
Lawrence, 2016) was performed for the dependent
variables of accuracy and response time. Independent
variables loaded into the ANOVA were expression
(happy and angry), exposure duration (17, 50,
250 ms) and condition (congruent, incongruent, iso-
lated) as factors. Sum of squares was set to “3”. Post-
hoc tests, using Holm–Bonferroni correction
(package emmeans, version 1.4.0), were performed
for significant interactions.

Results

Accuracy

The main effect of expression (F(1, 60) =37.82, p <
.001, η2 = 0.39) was significant, demonstrating that
happy expressions (M = 0.90, SD = 0.29) were more
accurately recognised than angry expressions (M =
0.78, SD = 0.41), p < .001. The effect of condition was
significant (F(2, 120) = 160.77, p < .001, η2 = 0.73),
with congruent trials being most accurate (M = 0.94,
SD = 0.24), followed by isolated trials (M = 0.85, SD =
0.36), with incongruent trials showing the lowest accu-
racy (M = 0.72, SD = 0.45). Even at the gist exposure,

durations (17 and 50 ms), holistic facilitation (advan-
tage in congruent compared to isolated trials, p <
.001 for both exposure durations) and holistic interfer-
ence (disadvantage in incongruent compared to iso-
lated trials, p < .001 for both exposure durations)
were demonstrated.

Across all conditions, longer exposure durations
benefited performance (F(1, 60) = 52.78, p < .001,
η2 = 0.47), with participants showing the lowest accu-
racy for 17 ms trials (M = 0.81, SD = 0.38), higher accu-
racy on the 50 ms trials (M = 0.83, SD = 0.36, p = .05)
and 250 ms trials (M = 0.87, SD = 0.33) being most
accurate (p < .001 in both cases).

There was a reliable two-way interaction between
expression and condition (F(120, 2) = 17.19, p < .001,
η2 = 0.22). For angry expression trials, congruent con-
dition trials (M = 0.93, SD = 0.25) were significantly
better, and incongruent condition trials significantly
worse (M = 0.64, SD = 0.48), than the isolated trials
(M = 0.76, SD = 0.42), p < .001. Happy expression
trials, however, showed no difference between the
congruent condition trials (M = 0.95, SD = 0.22) and
the isolated (M = 0.94, SD = 0.024) condition trials, p
> .999, although similar to angry, incongruent trials
(M = 0.80, SD = 0.40) were worse than isolated trials,
p < .001.

The two-way interaction between expression and
exposure duration was significant (F(60,1) = 4.93, p =
.004, η2 = 0.08). Multiple comparisons for the inter-
action revealed that at 17, 50 and 250 ms exposure
durations, angry expression trials showed significantly
worse accuracy compared to happy expression trials
(p < .001 for all cases).

The two-way interactions of expression and
exposure duration, and expression and condition,

Figure 1. (A) Example of DFP stimuli presented in the task. Each type of stimuli, i.e. congruent, incongruent and isolated, were shown with happy
as the bottom cue, or angry as the top cue. (B) Example of an incongruent trial. Participants were first shown a fixation arrow for 500 ms, followed
by the study face for a variable SOA, which was then masked using a diffeomorphic mask for 500 ms. Finally, participants were asked to indicate
which expression they saw in the targeted region of the face, using either the “F” key to indicate happy or the “J” key to indicate angry.
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were qualified by the three-way interaction between
exposure duration, expression, and condition (F(120,
2) = 13.79, p < .001, η2 = 0.19), which was primarily
driven by the difference in accuracy across exposure
duration for incongruent angry expressions. At both
17 and 50 ms conditions, angry incongruent trials
(17 ms: M = 0.57, SD = 0.50; 50 ms: M = 0.64, SD =
0.48) were significantly worse than happy incongruent
trials (17 ms:M = 0.80, SD = 0.40; 50 ms:M = 0.80, SD =
0.40), p < .001. However, at 250 ms, incongruent
happy (M = 0.80, SD = 0.40) and incongruent angry
(M = 0.71, SD = 0.45) expression trial performance
was no different, p = .39.

Response time

The main effect of expression (F(60, 1) = 8.15, p = .006,
η2 = 0.12) was significant, whereas the main effects of
condition (F(120,2) = 0.61, p = .55, η2 = 0.01) and
exposure duration (F(120, 2) = 0.003, p = .95, η2 =
0.001) were not reliable. Response time for happy
expression trials (M = 293.39, SD = 206.60) was signifi-
cantly faster than for angry expression trials (M =
338.50, SD = 224.57), p < .001. A two-way interaction
was found between expression and condition (F(120,
2) = 3.55, p = .03, η2 = 0.05), with differences in
response time found between expressions for isolated
trials: angry expression trial (M = 346.05, SD = 243.33)
response times were significantly longer compared
to happy expression trials (M = 271.50, SD = 132.38),
p = .02.

Discussion

Gist mechanisms of holistic expression
perception

The current study investigated the implication of hol-
istic perception in expression recognition at gist
exposure durations. Applying the Composite
Expression task, participants were instructed to
judge either the cued top or bottom half, while ignor-
ing the uncued half, of facial expressions that were
presented for 17, 50 and 250 ms. The composite
effect was clearly demonstrated for angry expression,
where information in the unattended bottom half of
the face facilitated recognition in the congruent, and
interfered with recognition in the incongruent, con-
dition relative to the isolated condition. Although
angry expressions are diagnosed primarily using the
top half information of a face (Smith et al., 2005),

these results suggest that information from the
bottom face contributes to the identification of
angry expressions, and confirm the findings reported
by Tanaka et al. (2012).

In contrast, happy expression identification was not
enhanced by the presence of congruent happy eyes
relative to the isolated condition, suggesting that
the smiling mouth of a happy expression is a highly
salient signal for happiness (Calvo & Beltrán, 2014).
However, when the cued smiling mouth was
accompanied with uncued angry eyes, holistic inter-
ference disrupted recognition accuracy, replicating
the findings reported by Tanaka et al. (2012). Thus
when there is conflicting information in the eyes and
mouth regions of a face, an interference effect
occurs that impairs the recognition of angry and
happy expression. For the angry expression, when
there is congruent information in the eyes and
mouth, recognition of anger is facilitated relative to
the isolated condition whereas congruent eyes and
mouth information did not facilitate the recognition
of happy. In sum, the effect of condition reported by
Tanaka et al. was replicated in the current paper; col-
lectively, our results suggest that holistic expression
recognition is dependent on both emotional
expression and congruency of eye and mouth
information.

The current study, however, reports the effects of
exposure duration contrasting with Tanaka et al.
(2012). As Figure 2 shows, holistic processing occurred
within the gist range of processing (Kirchner & Thorpe,
2006; Schiller & Kendall, 2004), where the exposure
duration of 17 ms permitted only a single eye
fixation but was sufficiently long to elicit holistic inter-
ference for happy and angry expressions. For the
angry expressions, accuracy improved with increased
exposure duration indicating that a longer presen-
tation allowed participants to filter out the distracting
smiling mouth and focus their attention to the target
eyes. However, exposure duration had little effect on
the perception of incongruent happy expressions.
Even at the longest exposure duration of 250 ms,
the conflicting information in the incongruent con-
dition drove performance below the baseline isolated
condition, indicating that the interfering angry eyes
were so compelling that participants were not able
to filter out the conflicting signal. It was striking that
when participants viewed the same mouth in iso-
lation, accuracy improved and approached near
ceiling levels of performance. We also found holistic
facilitation within the gist time window of 120 ms for
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congruent angry expressions: At the 17 and 50 ms
exposure durations, recognition of the cued angry
eyes was facilitated by uncued angry mouth.

Conversely, Tanaka et al. (2012) found only holistic
interference, and no holistic facilitation, effect for
angry expressions, and no holistic interference or
facilitation effect for happy expressions, at the shortest
exposure duration (20 ms), although all holistic pro-
cessing effects (except holistic facilitation in happy
expressions) were reported at longer exposure dur-
ations. The findings reported in the current study
therefore suggest that holistic processing occurs
instantaneously, rather than being implicated when
participants are given longer to process a face. We
also report that congruent expression recognition
was not affected by exposure duration; performance
was just as good at the shortest exposure duration
of 17 ms compared to the longest exposure duration
of 250 ms. Tanaka et al. (2012), however, report that
congruent expression recognition improved with
longer exposure duration.

These differences in SOA effects are surprising,
especially given that the current study applied a
diffeomorphic masking procedure which effectively
disrupts primary visual cortex processing (Stojanoski
& Cusack, 2014), allowing for more confidence in
effects exposure duration compared to traditional
masking procedures (e.g. Gaussian masking).

However, Tanaka et al. (2012) simply used a fixation
cross in the centre of the screen, while we presented
an arrow pointing to the location of the relevant
feature, prior to stimulus presentation. Without the
arrow cuing participants to attend to a particular
location on the screen, upon stimulus presentation
participants would need to direct their gaze prior to
stimulus appraisal. 20 ms, which was the shortest
SOA used by Tanaka et al. (2012), is not enough
time for more than 1 eye fixation (Hsiao & Cottrell,
2008). Therefore, the lower level of accuracy at
shorter SOA previously reported may be artificial
because participants were not able to fixate on the rel-
evant face half and then appraise the stimulus within
the given exposure duration. The results of the current
study are thus promising evidence of the gist nature
of expression recognition. That is, a single eye
fixation is “good enough” to accurately appraise an
expression.

Limitations

There are limitations in the current study that must be
addressed. The composite expression task used in this
study is not emblematic of expression perception in
everyday life. Differentiating between happy and
angry expressions is not a difficult task, largely
because their diagnostic features show little overlap

Figure 2. Mean accuracies across levels of expression (happy versus angry), exposure duration (17, 50 or 250 ms) and condition (congruent,
incongruent and isolated). Error bars represent standard error. Accuracy is indicated as the proportion of correct trials.
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(Calvo & Beltrán, 2014). Furthermore, we only analysed
accuracy on the “key” diagnostic features for each
expression, being the mouth for happy, and the eyes
for angry. For target expressions that involve more
whole face information (e.g. sadness) rather than an
isolated diagnostic feature, it is predicted that holistic
processing would be more strongly recruited. Similarly
in their more nuanced versions (a slight grin or an irri-
tated look), it is likely that the recognition of both
happy and angry expressions would benefit from hol-
istic processing than the more extreme versions of the
expressions employed in this study.

Second, the participants in the study were sampled
from a university student subject pool. Seeing as facial
expression processing varies across the lifespan, age
may have an effect on emotional gist (Meinhardt-
Injac & Hildebrandt, 2016). In addition, the sample
was mostly comprised of female participants,
whereas holistic perceptual mechanisms may be
influenced by sex (Rennels & Cummings, 2013). As
such, these results can be considered to reflect
emotional gist processing in healthy, young female
adults.

Finally, this study is only able to address holistic
processing in a forced-choice condition wherein a par-
ticipant differentiates between two emotions. The
other universal emotions, namely fear, surprise,
sadness and disgust, were not included in this para-
digm. Given that everyday differentiation of emotions
involves (i) more nuanced expressions of emotion and
(ii) differentiating between all emotions, future studies
using a wider range of expressions are warranted.

Conclusion

The results of the current study impress upon the gist
mechanisms of expression appraisal, where we find a
high level of accuracy even at the 17 ms exposure dur-
ation, demonstrating that we only need a single
glance to appraise a facial expression. Our results
demonstrate that within the gist time window of
120 ms, holistic interference was found for the recog-
nition of angry and happy expressions and holistic
facilitation was found for the recognition of angry
expressions. In summary, the present results provide
promising evidence of the “holistic gist” nature of
expression recognition.
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